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Preface

This book is an introduction to nanomaterials; one may consider it as an approach to
a textbook. It is based on the course on Nanomaterials for Engineers that I give at the
University of Technology in Graz, Austria, and on the courses that NanoConsulting
organizes for participants from industry and academia. I want to provoke your
curiosity. The reader should feel invited to learn more about nanomaterials, to use
nanomaterials, and to want to go beyond the content of this book. However, even
when it is thought of as an introduction, reading this book requires some basic
knowledge of physics and chemistry. I have tried to describe the mechanisms
determining the properties of nanoparticles in a simplified way. Therefore, special-
ists in the different fields may feel uncomfortable with the outcome, but I saw no
other way to describe the mechanisms leading to the fascinating properties of
nanoparticles for a broader audience.

I am fully aware of the fact that the selection of examples from the literature is, to
some extent, biased against those who discovered these new phenomena. However,
in most cases, where a new phenomenon was described for the first time, the effect
is just shown in principle. Later papers only had a chance when they showed these
phenomena very clearly. Therefore, from the viewpoint of a textbook, the later papers
are preferred. I really apologize this selection of literature.

Many exciting phenomena and processes are connected with nanoparticles.
However, the size of this book is limited and, therefore, I had to make a selection
of the topics presented. Unavoidably, such a selection was inevitably influenced by
personal experience and preferences. Again, I apologize if the reader does not find
information on a field that is important for their company or institution.

I hope the reader will find this book inspiring, and will be motivated to go deeper
into this fascinating field of science and technology.

This is now the second edition and I am so thankful for all the kind reviews of the
previous edition in different journals. I have now reshuffled the chapters according
to my current views. Some topics have been removed, because scientific or
technological developments did not go as expected, and a few new and exciting
topics have been added.



X

Preface

I want to thank my family, especially my wife Renate, for her steady support
during the time when I wrote this book and her enduring understanding of my
passion for science. Furthermore, I thank Dr. Waltraud Wiist from WILEY-VCH for
her steady cooperation. Without her efforts, things would have been much more
difficult for me.

Stutensee, June 2013 Dieter Vollath



1
Nanomaterials: An Introduction

Today, everybody is talking about nanomaterials, even advertisements for consumer
products use the prefix “nano” as a keyword for special features, and, indeed, very
many publications, books, and journals are devoted to this topic. Usually, such
publications are directed towards specialists such as physicists and chemists, and
the “classic” materials scientist encounters increasing problems in understanding
the situation. Moreover, those people who are interested in the subject but who have
no specific education in any of these fields have virtually no chance of understanding
the development of this technology. It is the aim of this book to fill this gap. The book
will focus on the special phenomena related to nanomaterials and attempt to provide
explanations that avoid — as far as possible — any highly theoretical and quantum
mechanical descriptions. The difficulties with nanomaterials arise from the fact that,
in contrast to conventional materials, a profound knowledge of materials science is
not sufficient. The cartoon shown in Figure 1.1 shows that nanomaterials lie at the
intersection of materials science, physics, chemistry, and — for many of the most
interesting applications — also of biology and medicine.

However, this situation is less complicated than it first appears to the observer, as
the number of additional facts introduced to materials science is not that large.
Nonetheless, the user of nanomaterials must accept that their properties demand a
deeper insight into their physics and chemistry. Whereas for conventional materials
the interface to biotechnology and medicine is related directly to the application, the
situation is different in nanotechnology, where biological molecules such as proteins
or DNA are also used as building blocks for applications outside of biology and
medicine.

So, the first question to be asked is: “What are nanomaterials?” There are two
definitions. The first — and broadest — definition states that nanomaterials are
materials where the sizes of the individual building blocks are less than 100 nm, at
least in one dimension. This definition is well suited for many research proposals,
where nanomaterials often have a high priority. The second definition is much more
restrictive and states that nanomaterials have properties that depend inherently on
the small grain size; as nanomaterials are usually quite expensive, such a restrictive
definition makes more sense. The main difference between nanotechnology and
conventional technologies is that the “bottom-up” approach (see below) is preferred
in nanotechnology, whereas conventional technologies usually use the “top-down”

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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nanomaterials

Figure 1.1 A basic understanding of physics As many applications are connected with

and chemistry, and some knowledge of biology and medicine, some knowledge of these
materials science, is necessary to understand areas is also required.

the properties and behavior of nanomaterials.

approach. The difference between these two approaches can be explained simply by
using an example of powder production, where chemical synthesis represents the
bottom-up approach while crushing and milling of chunks represents the equivalent
top-down process.

On examining these technologies more closely, the expression “top-down” means
starting from large pieces of material and producing the intended structure
by mechanical or chemical methods. This situation is shown schematically in
Figure 1.2. As long as the structures are within a range of sizes that are accessible
by either mechanical tools or photolithographic processes, then top-down processes
have an unmatched flexibility in their application.

block or sheet structured
of material part

mechanical or
chemical
forming

Figure 1.2 Conventional goods are produced via top-down processes, starting from bulk
materials. The intended product is obtained by the application of mechanical and/or chemical
processes.
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product dimen-
sionality
particles zero
atoms
nanotubes one
or rods
molecules
layers two
Figure 1.3 Nanotechnologies are usually in particles, nanotubes, nanorods, thin films, or
connected to bottom-up processes and are layered structures. These products are also

characterized by the use of atoms or molecules  characterized by their dimensionality, as is also
as building blocks. Bottom-up processes result  indicated.

The situation is different in “bottom-up” processes, in which atoms or molecules
are used as the building blocks to produce nanoparticles, nanotubes, or nanorods, or
thin films or layered structures. According to their dimensionality, these features are
also referred to as zero-, one-, or two-dimensional nanostructures (see Figure 1.3).
Figure 1.3 also demonstrates the building of particles, layers, nanotubes, or nano-
rods from atoms (ions) or molecules. Although such processes provide tremendous
freedom among the resultant products, the number of possible structures to be
obtained is comparatively small. In order to obtain ordered structures, bottom-up
processes (as described above) must be supplemented by the self-organization of
individual particles.

Often, top-down technologies are described as being “subtractive,” in contrast to
the “additive” technologies that describe bottom-up processes. The crucial problem
is no longer to produce these elements of nanotechnology; rather, it is their
incorporation into technical parts. The size ranges of classical top-down technol-
ogies compared to bottom-up technologies are shown graphically in Figure 1.4.
Clearly, there is a broad range of overlap where improved top-down technologies,
such as electron beam or X-ray lithography, enter the size range typical of nano-
technologies. Currently, these improved top-down technologies are penetrating into
increasing numbers of fields of application.

For industrial applications, the most important question is the product’s price in
relation to its properties. In most cases, nanomaterials and products utilizing
nanomaterials are significantly more expensive than conventional products. In
the case of nanomaterials, the increase in price is sometimes more pronounced
than the improvement in properties and therefore economically interesting appli-
cations of nanomaterials are often found only in areas where specific properties are
demanded that are beyond the reach of conventional materials. Hence, as long as the
use of nanomaterials with new properties provides the solution to a problem that
cannot be solved with conventional materials, the price becomes much less
important. Another point is that as the applications of nanomaterials using

3
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—— Bottom up methods, synthesis and self organization
—— Conventional top down processes
—— Advanced top down processes
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Figure 1.4 Estimated lateral limits of different  processes expand the size range of their
structuring processes. Clearly, the size range of  conventional counterparts and enter the size
bottom-up and conventional top-down range typical of bottom-up processes.
processes is limited. New, advanced top-down

improved properties are in direct competition to well-established conventional
technologies, they will encounter fierce price competition, and this may lead to
major problems for a young and expensive technology to overcome. Indeed, it is
often observed that marginal profit margins in the production or application of
nanomaterials with improved properties may result in severe financial difficulties
for newly founded companies. In general, the economically most successful
application of nanomaterials requires only a small amount of material as compared
to conventional technologies; hence, one is selling “knowledge” rather than “tons”
(see Table 1.1). Finally, only those materials that exhibit new properties leading to
novel applications, beyond the reach of conventional materials, promise interesting
economic results.

Table 1.1 Relationship between the properties of a new product and prices, quantities, and
expected profit (note that only those products with new properties promise potentially high
profits).

Properties Price Quantity Profits

Low High Small Large

Improved X — — X Questionable
New — X X — Potentially high




2
Nanomaterials and Nanocomposites

2.1
Introduction

Nanomaterials may be zero-dimensional (e.g., nanoparticles), one-dimensional
(e.g., nanorods or nanotubes), or two-dimensional (usually realized as thin films
or stacks of thin films). As a typical example, an electron micrograph of zirconia
powder (a zero-dimensional object) is shown in Figure 2.1.

The particles depicted in Figure 2.1 show a size of about 7 nm, characterized by a
very narrow distribution of sizes. This is an important point, as many of the
properties of nanomaterials are size-dependent. In contrast, many applications do
not require such sophistication and therefore cheaper materials with a broader
particle size distribution (see Figure 2.2a) would be sufficient. The material depicted
in Figure 2.2a, which contains particles ranging in size from 5 to more than 50 nm,
would be perfectly suited for applications such as pigments or ultraviolet (UV)
absorbers.

A further interesting class of particles may be described as fractal clusters of
extreme small particles. Typical examples of this type of material are most of the
amorphous silica particles (known as “white soot”) and amorphous Fe, 05 particles,
the latter being used as catalysts (see Figure 2.2b).

Apart from properties related to grain boundaries, the special properties of
nanomaterials are those of single isolated particles that are altered, or even lost,
in the case of particle interaction. Therefore, most of the basic considerations are
related to isolated nanoparticles as the interaction of two or more particles may cause
significant changes in the properties. For technical applications, this proved to be
negative and, consequently, nanocomposites of the core/shell type with a second
phase acting as a distance holder were developed. The necessary distance depends
on the phenomenon to be suppressed; it may be smaller in the case of the tunneling
of electrons between particles, but larger in the case of dipole-dipole interaction. In
this context, most important are bifunctional particles exhibiting a ferromagnetic
core and a luminescent coating, as they are used medical applications [2]. Nano-
composites — as described in this chapter — are composite materials with at least one
phase exhibiting the special properties of a nanomaterial. In general, random
arrangements of nanoparticles in the composite are assumed.

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 2.1 Electron micrograph of zirconia (ZrO,) powder. This material has a very narrow
grain size distribution; this may be important as the properties of nanomaterials depend on
grain size [1].

The three most important types of nanocomposites are illustrated schematically in
Figure 2.3. The types differ in the dimensionality of the second phase, which may be
zero-dimensional (i.e., isolated nanoparticles), one-dimensional (i.e., consisting of
nanotubes or nanorods), or two-dimensional (i.e., existing as stacks or layers).
Composites with platelets as the second phase may be thought as two-dimensional.

(b)

50 nm

w Yanide

Figure 2.2 Two types of nanoparticulate Fe,O; consisting of fractal clusters of amorphous
powder. (a) Industrially produced nanomaterial  (about 3 nm) particles. (Reproduced by

with a broad particle size distribution; this is permission of MACH I Inc., King of Prussia, PA,
typically used as a pigment or for UV protection. USA; www.machichemicals.com.) As this
(Reprinted with permission of Nanophase material has an extremely high surface area,
Technologies, Romeoville, IL, USA; www. catalysis is its most important field of
nanophase.com.) (b) Nanoparticulate powder  application.


www.machichemicals.com
www.nanophase.com
www.nanophase.com

2.1 Introduction

Figure 2.3 Three basic types of consisting of nanotubes or nanorods
nanocomposite. (a) Composite consisting of ~ distributed in a second matrix. (c) Two-
zero-dimensional particles in a matrix; ideally,  dimensional nanocomposite built from stacks
the individual particles do not touch each other.  of thin films made of two or more different
(b) One-dimensional nanocomposite materials.

However, in most cases, such composites are close to a zero-dimensional state; some
of those with a polymer matrix possess exciting mechanical and thermal properties,
and are used to a wide extent in the automotive industry.

In general, nanosized platelets are energetically not favorable and therefore not
often observed. However, a thermodynamically stable variety of this type of nano-
composite using polymer matrices is realized using delaminated layered silicates
(these nanocomposites are discussed in connection with their mechanical propert-
ies in Chapter 11). In addition to the composites shown in Figure 2.3, nano-
composites with regular well-ordered structures may also be observed (see
Figure 2.4). In general, this type of composite is created via a self-organization
processes. The successful realization of such processes require particles that are
almost identical in size.

Figure 2.4 Perfectly ordered zero-dimensional nanocomposite; this type of composite is
generally made via a self-organization processes.

7
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matrix

nano
particle

diffusion_L
barrier |

Figure 2.5 Advanced zero-dimensional nanocomposite. Here, a diffusion barrier surrounds each
particle. This type of material is required if the nanoparticle and matrix are mutually soluble.

The oldest, and most important, type of nanocomposite is that which has more or
less spherical nanoparticles. An example is the well-known “gold ruby glass,” which
consists of a glass matrix with gold nanoparticles as the second phase (see also
Section 9.5 and Figure 9.32). This material was first produced by the Assyrians in the
seventh century BC and reinvented by Kunkel in Leipzig in the seventeenth century.
It is interesting to note that the composition used by the Assyrians was virtually
identical to that used today. This well-known gold ruby glass needed a modification
of nanocomposites containing a second phase of spherical nanoparticles. In many
cases, as the matrix and the particles exhibit mutual solubility, a diffusion barrier is
required to stabilize the nanoparticles; such an arrangement is shown in Figure 2.5.
In the case of gold ruby glass, the diffusion barrier consists of tin oxide. In colloid
chemistry, this principle of stabilization is often referred to as a “colloid stabilizer.”

A typical electron micrograph of a near-ideal nanocomposite, a distribution of
zirconia nanoparticles within an alumina matrix, is shown in Figure 2.6. Here, the

Figure 2.6 Transmission electron micrograph  The image was taken from an ion beam-thinned
of a zero-dimensional nanocomposite, showing sample. There is a high probability that these
composite zirconia particles embedded in an particles do not touch each other as they are in
alumina matrix. The specimen was produced different planes [3]. (Reproduced by permission
from zirconia particles coated with alumina. of Springer).
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Figure 2.7 Electron micrograph of a composite fiber consisting of polymer-bound carbon
nanotubes. These fibers have good electrical conductivity and high tensile strength [4] (Reproduced
by permission of The Royal Chemical Society).

material was sintered and the starting material alumina-coated zirconia powder; the
particles remained clearly separated.

Composites with nanotubes or nanorods are used for reinforcement or to
introduce electric conductivity to the polymer. Most important in this context are
composite fibers consisting of well-aligned carbon nanotubes, which are bound with
a polymer. Such materials may have good electrical conductivity and high tensile
strength. A micrograph of a typical example is displayed in Figure 2.7.

When producing nanocomposites, the central problem is to obtain a perfect
distribution of the two phases; however, processes based on mechanical blending
never lead to homogeneous products on the nanometer scale. Likewise, synthesizing
the two phases separately and blending them during the stage of particle formation
never leads to the intended result. In both cases, the probability that two or more
particles are in contact with each other is very high and normally in such a mixture the
aim is to obtain a relatively high concentration of “active” particles carrying the physical
property of interest. Assuming, in the simplest case, particles of equal size, the
probability p, that n particles with volume concentration ¢ are touching each other
is p, = c¢". Then, assuming a concentration of 0.30, the probability of two touching
particles is 0.09; for three particles itis 0.027. The necessary perfect distribution of two
phases is obtained only by coating the particles of the active phase with the distance
holder phase. In general, this can be achieved by either of the two following approaches:

® Synthesis of a metastable solution and precipitation of the second phase by
reducing the temperature (Vollath and Sickafus, unpublished results). A typical
example is shown in Figure 2.8a, which shows amorphous alumina particles
within which zirconia precipitation is realized. As the concentration of zirconia in
the original mixture was very low, the size of these precipitates is small (less than
3nm). Arrows indicate the position of a few of these precipitates. One of the
precipitates is depicted at higher magnification in Figure 2.8b, where the lines
visible in the interior of the particle represent the lattice planes. This is one of the
most elegant processes for synthesizing ceramic/ceramic nanocomposites as it
leads to extremely small particles, although the concentration of the precipitated
phase may be low (in certain cases, this may be a significant disadvantage).
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Figure 2.8 Electron micrograph of a The precipitation sizes range between 1.5 and
nanocomposite consisting an amorphous 3 nm; such precipitation occurs because
alumina matrix and precipitated crystallized zirconia is insoluble in alumina at room
zirconia particles. (a) Within the amorphous temperature (Vollath and Sickafus, Los Alamos
alumina, the crystallized zirconia precipitations ~ National Laboratories, USA; unpublished

are indicated by arrows. (b) One of the results).

precipitations shown at a higher magnification.

® The most successful development in the direction of nanocomposites was that of
coated particles, as both the kernel and coating material are distributed homoge-
neously on a nanometer scale. The particles produced in a first reaction step are
coated with the distance-holder phase in a second reaction step. Two typical
examples of coated nanoparticles are shown in Figure 2.9. In Figure 2.9a, a
ceramic—polymer composite is shown in which the core consists of iron oxide
(v-Fe;03) and the coating of poly(methyl methacrylate) (PMMA). The second
example, a ceramic—ceramic composite, uses a second ceramic phase for coating;
here, the core consists of crystallized zirconia and the coating consists of
amorphous alumina. It is a necessary prerequisite for this type of coated particle
that there is no mutual solubility between the compounds used for the core
and the coating. Figure 2.9b shows three alumina-coated zirconia particles, where
the center particle originates from the coagulation of two zirconia particles. As
the process of coagulation was incomplete, concave areas of the zirconia core
were visible. However, during the coating process these concave areas were filled
with alumina, such that the final coated particle had only convex surfaces. This led
to a minimization of the surface energy, which is an important principle in
nanomaterials.



2.1 Introduction

&

A
kary
Ly IR

RS

Figure 2.9 Nanocomposite particles. Electron micrographs depicting two types of coated
particle. (a) The particles consist of a y-Fe,O3 core and are coated with PMMA [5]. (b) Crystallized
zirconia particles coated with amorphous alumina [6] (Reproduced by permission of Elsevier).

The properties of a densified solid may also be adjusted gradually with the thickness
of the coating. Depending on the requirements of the system in question, the
coating material may be either ceramic or polymer. In addition, by coating nano-
particles with second and third layers, the following improvements are obtained:

® The distribution of the two phases is homogeneous on a nanometer scale.

® The kernels are arranged at a well-defined distance; therefore, the interaction of
the particles is controlled.

® The kernel and one or more different coatings may have different properties (e.g.,
ferromagnetism and luminescence); this allows a combination of properties in
one particle that would never exist together in nature (bifunctional materials [2])
In addition, by selecting a proper polymer for the outermost coating it is possible
to adjust the interaction with the surrounding medium (e.g., hydrophilic or
hydrophobic coatings may be selected).

® During densification (i.e., sintering) the growth of the kernels is thwarted,
provided that the core and coating show no mutual solubility. An example of
this is shown in Figure 2.6.

These arguments confirm that coated nanoparticles, first described by Vollath and
Szabé [3,6], represent the most advanced type of nanocomposite because they allow:

® Different properties to be combined in one particle.
® Exactly adjusted distances to be inserted between directly adjacent particles in the
case of densified bodies.

Today, coated particles are widely used in biology and medicine [2], although for
this it may be necessary to add proteins or other biological molecules at the surface
of the particles. Such molecules are attached via specific linking molecules and
accommodated in the outermost coupling layer. A biologically functionalized
particle is shown schematically in Figure 2.10, where the ceramic core is usually
either magnetic or luminescent. Recent developments in the combination of these

1
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dk __% /% coupling layer
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Figure 210 Nanocomposite particle for are necessary for application, require a coupling
application in biology or medicine. The ceramic layer, as typically they cannot be attached

core may be magnetic or luminescent. The cell-  directly to the ceramic surface.
or tumor-specific proteins at the surface, which

two properties have utilized a multishell design of the particles. In the design
depicted in Figure 2.10, the coupling layer may consist of an appropriate polymer or
a type of glucose, although in many cases hydroxylated silica is also effective.
Biological molecules such as proteins or enzymes may then be attached at the
surface of the coupling layer.

2.2
Elementary Consequences of Small Particle Size

Before discussing the properties of nanomaterials, it may be advantageous to
describe some examples demonstrating the elementary consequences of the small
size of nanoparticles.

2.2.1
Surface of Nanoparticles

The first and most important consequence of a small particle size its huge surface
area; in order to obtain an impression of the importance of this geometric variable,
the surface over volume ratio should be discussed. So, assuming spherical particles,
the surface a of one particle with diameter d is a = 7d* and the corresponding
volume v is v = d’z/6. (Within this book, in all thermodynamic considerations
quantities related to one particle are written in lower case characters, whereas
for molar quantities upper case letters are used.) Therefore, one obtains for the
surface/volume ratio:

_9_6
R_v_d (2.1)
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This ratio is inversely proportional to the particle size and, as a consequence, the
surface increases with decreasing particle size. The same is valid for the surface per
mole A, a quantity that is of extreme importance in thermodynamic considerations:

M 6M
A=Na=——aD>=— (2.2)

where Nis the number of particles per mole, M is the molecular weight, and p is the
density of the material. Similar to the surface/volume ratio, the area per mole
increases inversely in proportion to the particle diameter; hence, huge values of area
are achieved for particles that are only a few nanometers in diameter.

It should be noted that as the surface is such an important topic for nanoparticles,
Chapter 3 of this book has been devoted to surface and surface-related problems.

222
Thermal Phenomena

Each isolated object — in this case a nanoparticle — has a thermal energy of kT (ks the
Boltzmann constant and T'is the temperature). First, let us assume a property of the
particle that depends for example on the volume v of the particle; the energy of this
property may be u(v). Then, provided that the volume is sufficiently small such that
the condition:

u(v) < kT (2.3)

is fulfilled, one may expect thermal instability. As an example, one may ask for the
particle size where thermal energy is large enough to lift the particle. In the simplest
case, one estimates the energy necessary to lift a particle of density p over the
elevation x: u(v) = pvx = kT. Assuming a zirconia particle with a density of
5.6 x 10°kgm , at room temperature the thermal energy would lift a particle of
diameter 1100 nm to a height equal to the particle diameter d. If one asks how high
might a particle of 5 nm diameter jump, these simple calculations indicate a value of
more than 1m. Clearly, although these games with numbers do not have physical
reality, they do show that nanoparticles are not fixed, but rather are moving about on
the surface. By performing electron microscopy, this dynamic becomes reality and,
provided that the particles and carbon film on the carrier mesh are clean, the
specimen particles can be seen to move around on the carbon film. On occasion,
however, this effect may cause major problems during electron microscopy studies.

Although the thermal instability shown here demonstrates only one of the
consequences of smallness, when examining the other physical properties then
an important change in the behavior can be realized. Details of the most important
phenomenon within this group — superparamagnetism — are provided in Chapter 8.
In the case of superparamagnetism, the vector of magnetization fluctuates between
different “easy” directions of magnetization and these fluctuations may also be
observed in connection with the crystallization of nanoparticles. In a more general-
ized manner, thermal instabilities leading to fluctuations may be characterized
graphically, as shown in Figure 2.11.

13
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Figure 211 Graphical representation of the energy barrier, showing the energy necessary to
jump from state 1 to state 2 and vice versa.

Provided that the thermal energy kT is greater than the energies E; and E,, the
system fluctuates between both energetically possible states 1 and 2. Certainly, it
does not make any difference to these considerations if E; and E, are equal or more
than two different states are accessible with thermal energy at temperature T.

The second example describes the temperature increase by the absorption of light
quanta. Again, a zirconia particle with density p=5.6 x 10> kgm >, a heat capacity
C,=56.2]mol 'K ' equivalent to c,=457 kg ' K, and, in this case, a particle
diameter of 3 nm is assumed. After the absorption of one photon with a wavelength,
A, of 300 nm, a photon, which is typical for the UV-range, the temperature increase
AT is calculated from c¢,pvAT = hv = 5(c/A) (c is the velocity of light and h is
Planck’s constant) to 18 K. Being an astonishingly large value, this temperature
increase must be considered when interpreting optical spectra of nanomaterials
with poor quantum efficiency or composites with highly UV-absorbing kernels.

223
Diffusion Scaling Law

Diffusion is controlled by the two laws defined by Fick. The solutions of these equations,
which are important for nanotechnology, imply that the mean square diffusion path of
the atoms (x)? is proportional to Dt, where D is the diffusion coefficient and t is the
time. The following expression will be used in further considerations:

(x)? o Dt (2.4)

Equation (2.4) has major consequences, but in order to simplify any further
discussion it is assumed that (x)” is proportional to the squared particle size. The
angular brackets () denote the mean value. Conventional materials usually have
grain sizes of around 10 um and it is well known that at elevated temperatures these
materials require homogenization times of the order of many hours. When
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considering materials with grain sizes of around 10nm (which is 1/1000 of the
conventional grain size), then according to Eq. (2.4) the time for homogenization is
reduced by a factor of (10°)>=10° Hence, a homogenization time of hours is
reduced to one of milliseconds; the homogenization occurs instantaneously. Indeed,
this phenomenon is often referred to as “instantaneous alloying.” It might also be
said that “. . . each reaction that is thermally activated will happen nearly instanta-
neously” and therefore it is not possible to produce or store nonequilibrium systems
(which are well known for conventional materials) at elevated temperature. While
this is an important point in the case of high-temperature, gas-phase synthesis
processes, there are even more consequences with respect to synthesis at lower
temperatures or the long-term stability of nonequilibrium systems at room
temperature. The diffusion coefficient D has a temperature dependency of
D = Dy exp(—Q/RT), with the activation energy Q, the gas constant R, and the
temperature T. The quantity D, is a material-dependent constant. However, on
returning to the previous example, for a material with 10 um grain size, we can
assume a homogenization time of 1000s at a temperature of 1000K, and two
different activation energies of 200kJmol ' (which is typical for metals) and
300kJ mol " (which is characteristic for oxide ceramics). The homogenization
times for the 10-um and 5-nm particles are compared in Table 2.1. In terms of
temperature, 1000 K for gas-phase synthesis, 700 K for microwave plasma synthesis
at reduced temperature, and 400K as a storage temperature with respect to long-
term stability, were selected. The results of these estimations are listed in Table 2.1.

The data provided in Table 2.1 indicate that, under the usual temperatures for gas-
phase synthesis (1000K and higher), there is no chance of obtaining any non-
equilibrium structures. However, when considering microwave plasma processes,
where the temperatures rarely exceed 700 K, there is a good chance of obtaining
nonequilibrium structures or combinations of such materials. A temperature of
400 K represents storage and synthesis in liquids, and at this temperature, the 5-nm
particles are stable; however, from the point of thermal stability, it should be
straightforward to synthesize nonequilibrium structures. However, according to
Gleiter, diffusion coefficients up to 20 orders of magnitude larger than those for

Table 2.1 Relative homogenization time (s) for 5-nm nanoparticles at activation energies of 200
and 300 k] mol™" compared to 10-um material at 1000 K?.

Particle size Activation energy (k) mol ™) Temperature (K)
1000 700 400
10 wm 300 10° 5.0 x 10° 2.8 x10%
200 10° 2.9 %107 43 %108
S nm 300 24x107* 1.3 x 10° 7.0 x 10%°
200 2.4x107* 7.3 x10° 1.1 x 10"

a) Assumed homogenization time = 1000s.
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conductive substrate

Figure 212 General layout of a gas sensor covered with a gas-permeable electrode. Time
based on nanoparticles. The sensor comprises  control is via diffusion in the open pore
a layer of sensing nanoparticles placed on a network; the influence of bulk diffusion through

conductive substrate and the whole system is  the grains is negligible.

single crystals of conventional size were occasionally observed for nanomaterials [7].
Diffusion coefficients of such magnitude do not allow the synthesis and storage of
nonequilibrium nanoparticles under any conditions. It should be noted that the
above discussion is valid only in cases where transformation from the nonequili-
brium to the stable state is not related to the release of free energy.

The possibility of near-instant diffusion through nanoparticles has been exploited
technically, the most important example being the gas sensor. This is based on the
principle that changes in electric conductivity are caused by changes in the
stoichiometry of oxides, variations of which are often observed for transition metals.
The general design of such a sensor is shown in Figure 2.12.

This type of gas sensor is set up on a conductive substrate on a carrier plate and
the surface of the conductive layer covered completely with the oxide sensor
nanoparticles. Typically, for this application, nanoparticles of TiO,, SnO,, and
Fe,03 are used. A further conductive cover layer is then applied on top of the oxide
particle; it is important that this uppermost layer is permeable to gases. A change
in the oxygen potential in the surrounding atmosphere causes a change in the
stoichiometry of the oxide particles, which means that the oxygen/metal ratio is
changed. It is important that this process is reversible, as the oxides are selected to
show a large change in their electric conductivity as they change stoichiometry.
The response of a sensor made from conventional material with grains in the
micrometer size range, compared to a sensor using nanomaterials, is shown in
Figure 2.13. Clearly, the response of the nanoparticle sensor is faster and the
signal better but, according to Eq. (2.4), one might expect an even faster response.
In a sensor using nanoparticles (see Figure 2.13) the time constant depends
primarily on the diffusion of the gas molecules in the open-pore network and
through the conducting cover layer.

The details of a gas sensor, which was developed following the design principle
shown in Figure 2.12 is illustrated in Figure 2.14. Here, the top electrode was a
sputtered porous gold layer and a titania thick film was used as the sensing
material.
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Figure 2.13 Comparative response over time of two gas sensors utilizing a conventional material
with grain size either in the micrometer or nanometer range ( www.boulder.nist.gov/div853/
Publication%20files/NIST_BCC_Nano_Hooker_2002.pdf).

porous top
electrode

TiOz-sensing

material
bottom

electrode

contact
le,

substrate

Figure 2.14 Gas sensor following the design  electrode and the top electrode is gas

principle shown in Figure 2.12 (Cho and Hahn, permeable (this is clearly visible in the image at
TU Darmstadt, private communication). The the right-hand side of the figure).
titania-sensing particles are placed on a gold

A further design for a gas sensor applying platinum bars as electrical contacts is
shown in Figure 2.15. Although this design avoids the response-delaying conductive
surface layer, the electrical path through the sensing particles is significantly longer.
However, it would be relatively straightforward to implement this design in a chip.

Sn0, sensing
particles

substrate

electrical contacts

Figure 2.15 Sensor design applying platinum  (in this example oxygen and CO) are shaded
bars as electrical contacts. The sensing dark and light gray, respectively. (Note the
nanoparticles (e.g., SnO,) are located between  molecules and nanoparticles are not drawn to
these contacts. The molecules to be detected the same scale.)


www.boulder.nist.gov/div853/Publication%20files/NIST_BCC_Nano_Hooker_2002.pdf
www.boulder.nist.gov/div853/Publication%20files/NIST_BCC_Nano_Hooker_2002.pdf
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thick film
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Figure 2.16 Gas sensor in which a SnO, thick film made from nanoparticles is applied as the
sensing element (Barunovic and Hahn,TU Darmstadt, private communication).

An experimental sensor using the design principles explained above is shown in
Figure 2.16; this design uses SnO, as the sensing material, while the contacts and
contact leads are made from platinum.

The response of this sensor is heavily dependent on the size of the SnO, particles
used as the sensing material, there being a clear increase in the sensitivity of
detection for carbon monoxide (CO) with decreasing grain size (see Figure 2.17).
Such behavior may occur for either of two reasons: (i) that there is a reduced
diffusion time, according to Eq. (2.3) and (ii) that there is an enlarged surface,
thereby accelerating exchange with the surrounding atmosphere.

For the successful operation of a thick-film sensor, it is a necessary prerequisite
that the sensing layer be prepared from nanoparticles consisting of a highly porous
structure that allows a relatively rapid diffusion of the gas to be sensed. A scanning
electron microscopy image of the characteristic structure of such a SnO, thick-film
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Figure 2.17 Sensitivity of CO determination of a gas sensor designed according to Figure 2.16.
A significant increase in sensitivity is achieved with decreasing grain size (Barunovic and Hahn,
TU Darmstadt, private communication).
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Figure 2.18 Structure of a SnO, thick-film layer (note the open structure here) (Barunovic and
Hahn,TU Darmstadt, private communication).

layer is shown in Figure 2.18; the high porosity of the sensing thick-film layer, which
is required to facilitate rapid diffusion of the gas species, is clearly visible.
Sensors based on this design are well suited for implementation in technical
systems, and the structure of electrical contacts at the surface of a chip and
integration into a technical system is shown in Figure 2.19. This design uses,
for example, Pt/SnO, particles as the sensor for oxygen partial pressure, with the
electrical conductivity of the sensor layer increasing with increasing CO concentra-
tion at the surface. Such a system consists of many sensing cells, as depicted in
Figure 2.19a. This provides two possibilities: (i) by detecting the same signal in more
than one cell, there is a possibility of improving the signal/noise ratio, and (ii) the
cells can be covered with a diffusion layer of varying composition and thickness;
after calibration, this design allows an additional determination of the gas species.
As mentioned above, it is possible to cover each sensing element with a diffusion
barrier of different thickness and composed of silica or alumina. Depending on the
molecule’s size, the time response for different elements depends on the thickness
of the surface coating. After empirical calibration, such a design is capable of

Figure 219 Technical realization of a gas chip. (b) An array of sensing elements; these
sensor according to a design as depicted in arrays also allow identification of the gas
Figure 2.15 (Semoncik, NIST, private species (Reproduced by permission of Elsevier).

communication). (a) The sensing element on a
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Figure 2.20 Calibration curves for bare and species, the nature, concentrations, and/or
10-nm SiO,-coated gas sensors using SnO, to  relative proportions of the two species can be
prepare the sensing nanoparticles. As the determined [8].

influence of the coating is dependent on the gas

providing not only the oxygen potential but also information on the gas species. The
integration of many sensor chips on one substrate (as shown in Figure 2.19b) opens
the gate for further far-reaching possibilities, especially if the individual sensing
elements are coated with a second material of varying thickness [8,9] or if the
sensing elements are maintained at different temperatures [10,9]. A typical example
of the influence of a coating at the surface of the sensor is shown in Figure 2.20,
where the sensor signal is plotted against the concentration of the gas to be
determined (in this case, benzene and propane). Owing to the different sizes of
these two molecules, the coating has an individual influence on the signal, and the
subsequent use of some mathematics allows the gas species and its concentration to
be determined. However, this approach is clearly valid only for those species where
the calibration curves already exist.

224
Scaling of Vibrations

Looking at mechanical properties of nanorods and nanotubes gives important
insights of phenomena related to the reduction of the dimensions. Not only
electrical properties, the transition from diffusive electrical conductivity to ballistic
conductivity (see Chapter 10), are influenced, but also the mechanical behavior. In
this case, just the reduction of the dimensions is sufficient to result in interesting
phenomena, leading, possibly, to new applications.

The frequency of the basic bending vibration mode v, of a cylindrical rod, fixed on
one end, is given by:

md(E\! x 1(E\
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Table 2.2 Estimation of the basic frequencies for bending vibrations of a cylindrical rod with an
aspect ration of 10 of different length consisting of iron or carbon nanotubes.

Length of rod (m) Frequency for iron (Hz) Frequency for carbon nanotubes (Hz)
0.1 520 —
10°% 5.2 % 10° 2.2x 10"

where d is the diameter, | is the length, E is the Young’s modulus, and p is the
density of the material. To analyze the influence of reduced dimensions, a constant
aspect ratio a=I/d is assumed. For this demonstration, iron (E = 2.11GPa,
0=7.8x10*kgm ) as material and an aspect ratio a = 10 are assumed. For a
rough estimation, one may use Eq. (2.5) also to estimate the basic vibration mode of
a carbon nanotube (E &~ 1000 GPa, p ~ 2 x 10’ kgm ?); the exact values depend on
the number of walls and the chirality (see Chapter 5). Results of the estimations
based on Eq. (2.5) are summarized in Table 2.2.

Analyzing Table 2.2, one realizes that a 10-nm nanorod vibrates in a frequency
range that is far off from those in technical use. More precise results of calculations
for single-wall carbon nanotubes are depicted in Figure 2.21. Here, besides the basic
frequency (mode #1), the frequencies of the modes with the numbers #2 and #3 are
shown.

10° |
Mode number
#1
2 —#2
10 — i3

\

\
\\

frequency [GHz]
=Y
o

10
— |
10'1 RN USRI U S RS
20 40 60 80 100 120
length [nm]

Figure 2.21 Frequencies of the first three frequencies of the higher modes are not integer
modes of a single-wall carbon nanotube fixed multiples of the basic mode. In general,
on one end (Todt, University of Technology, vibrations of carbon nanotubes may used to

Vienna, Austria; private communication). For ~ determine the weight of single atoms or
these calculations, a tube diameter of Tnm was molecules by measuring the shift of the
assumed. It is interesting to realize that the resonance frequency.
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Figure 2.21 shows that the higher vibration modes are in frequency ranges
where phonons are found. This may lead to interesting thermal resonance phe-
nomena. Vibrations of nanorods may be used to determine the mass of single
molecules, sitting on the surface, by measuring the frequency shift. Such a
device should be able to act as a kind balance to determine the weight of single

molecules or atoms [11,12].
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3
Surfaces in Nanomaterials

3.1
General Considerations

In nanomaterials, the surface forms a sharp interface between a particle and its
surrounding atmosphere or between a precipitated phase and the parent phase.
These are free surfaces in the case of particulate materials or grain boundaries in
bulk material. Nanomaterials have large surfaces, a fact that can be demonstrated
by using spherical particles as examples. As mentioned Chapter 2, nanoparticles
demonstrate a large ratio R’ of surface area a to volume v. Assuming a mathe-
matical surface, the surface area/volume ratio, R' = a/v=6/d, is inversely propor-
tional to the particle diameter d. Realistically, however, the surface has a certain
thickness, influencing partly the volume. Based on many physical properties, it is
known that the region of a particle that is influenced by the surface has a thickness
O between 0.5 and 1.5 nm. Therefore, a modified, dimensionless ratio R* must be
defined as:

., & —(d-2) d—25\°
R _T_P(T) (3.1)

This ratio, for an assumed surface thickness of 0.5 and 1.0nm, is shown
graphically in Figure 3.1. On examining Figure 3.1, it is clear that in the case of
a 5-nm particle, 49% or 78%, respectively, of the volume belongs to the surface or,
more precisely, to the surface-influenced volume.

As surface is related to energy, the amount of surface energy per particle ugyrface
is equal to ya, where y is the specific surface energy and a is the surface area of
one particle. In this context, one considers the geometric surface area of
the particle, which is calculated from a = zzd* (physical values related to one
particle are denoted by lower-case letters, while those related to molar quantities
are denoted by upper-case letters.) For thermodynamic considerations, the surface
energy per mole of material is the essential quantity. Hence, if N is the number of
particles per mole, one obtains Nya = (M/pv)ya = yA (where p is the density of
the material, M is the molar weight, d is the particle diameter, and A is the surface

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 3.1 Ratio of the surface layer over the total particle volume. The thickness of the surface
layer was assumed to be 0.5 or 1.0nm.

area of 1 mole of particles). Finally, one obtains the surface energy of particles with
diameter d per mole:

6M 1
Usutface = —— V5 3.2
f: P Vd (32)

Equation (3.2) states that the surface energy per mole increases with 1/d and in
some cases, especially those related to very small particles, this may have dramatic
consequences.

The same considerations are valid for polycrystalline materials, where the volume
related to the grain boundaries increases as the grain size decreases. In contrast to
the well-ordered crystalline areas, the atoms or ions in the grain boundaries are, in a
first approximation, arranged randomly. The famous picture of Gleiter [1] repre-
senting the arrangement of grains and grain boundaries is shown in Figure 3.2.

Figure 3.2 Grain boundaries in polycrystalline material with grains in the nanometer range. A
large portion of the material is associated with the surface [1] (Reproduced by permission of
Elsevier).
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3.2
Surface Energy

The origin of surface energy is explained by a model that assumes that particles are
produced by breaking a large solid piece of material into smaller parts. In order to
achieve this, it is necessary to cut the bonds between the neighboring atoms. (In this
simplified explanation, the term “atom” is used equally to describe atoms, ions, and
molecules.) Between each two atoms in the lattice the energy of bonding u is active
(see Figure 3.3).

In order to separate one bond, energy u (symbolized as arrows in Figure 3.3) is
required; therefore, to break a large piece of material into smaller pieces, energy
nu is required, where n is the number of broken bonds at the surface. After
breaking, two new surfaces emerge; consequently, for each broken bond of the
new surface, energy u/2 is required. It follows, therefore, that the total energy
required to remove one particle from a larger piece of material is nsu/2, where ng
is the number of atoms at the surface of the particle. The number of broken bonds
per unit area N* is used to estimate the contribution y, of the broken bonds to the
surface energy:

vo=N2 (3.3a)
2

Within the interior of a particle, an atom or ion is held in a mechanical
equilibrium by binding forces, which fix the ions in their lattice positions. These
forces are indicated by arrows in Figure 3.4, from which it is clear that those atoms at
the surface have lost their bonds to the outside.

Due to the reduced number of neighbors, at each surface of the atom, a force
facts perpendicular to the surface. At a plane surface (to be mathematically exact: the
surface of a plane infinite half space), this does not cause any hydrostatic pressure in

Figure 3.3 Creation of new surfaces (e.g., by breaking a larger portion into smaller pieces)
requires energy u for each bond to be broken.
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OO 4—(;

Figure 3.4 Forces acting between atoms or neighbors. This does not lead to a pressure
jons at lattice positions. Note that atoms at the comparable with a hydrostatic pressure; rather,
surface are attracted into the interior of the it leads to stress in the surface (the surface
particle, as they have a reduced number of stress).

the material, but rather leads to stress in the surface plane; surface stress o=f/a,
where a is the area occupied by one atom of the surface. Consequently, a surface
stress that deforms the surface will result in surface stretching, and this allows the
surfaces of particles to be modeled as an elastic material skin. According to Gurtin
et al. [2,3] and Fischer et al. [4] (this paper provides a broad overview on the problems
connected with surface energy), this provides an additional contribution to the
surface-free energy y as a function of the surface stretching & (much like the
stretching of a rubber skin) and the surface stress 0. Consequently, the surface
energy is described by the relationship:

Y =70+ Vs(&) (3.3b)

where y; is the contribution of the surface stress to the surface energy. The surface
stress ¢ and g, the corresponding stretch, are assumed to be constant in any
direction of the particle’s tangent plane. It follows that:

Iy
o=y+ D, (3:3¢)
In the case of liquids, the second term of Eq. (3.3c) vanishes as y, = 0. This often
raises confusion between y and o, especially as both have the same dimension. In
order to estimate thermal effects, as for example during the coagulation of two
particles, the sum value y from Eq. (3.3b) must be used. For a spherical particle of
limited size and with a radius of curvature r at the surface, the situation is different.
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Due to the curvature, and in connection with the surface stress, a hydrostatic
pressure within the particle, and which is comparable to that stemming from a gas
or a liquid at the outside, comes into action. To calculate the hydrostatic pressure
caused by surface stress, 0 must be applied, the pressure being given by p = 4(0/d).

Even when the situation at the surface can be described by quite plausible physical
and exact mathematical models, the experimental situation is poor. To date, no data
have been reported for the surface energy discriminating between v, y, and o, and
therefore it is necessary to use published values of the surface energy y for all
applications. Based on the considerations above, it is clear that the determination of
surface energy by measuring interface stress is insufficient as these methods deliver
only y,, whereas calorimetric measurements (e.g., connected to grain growth) result
in a value for y = y, + y,. Lastly, only these values are useful for thermodynamic
considerations.

A more general situation is depicted in Figure 3.5, where the angle between two
planes at the surface is assumed to differ from 90°. It may now also be considered
how this configuration influences the surface energy. Figure 3.5 illustrates an
additional fact, namely that the energy related to the surface depends on the
crystallographic orientation, while the number of broken bonds per surface unit
depends on the orientation. In a cubic system, the surface energy related to different
crystallographic planes can easily be calculated. If the angle between a reference
plane and a second plane is termed 6 (see Figure 3.5), then the surface energy of this
second plane is given by:

Yo = Z—L;(cos 0 + sin|6)). (3.4)

Figure 3.5 Angle 6 between an arbitrary crystallographic plane and the reference plane must be
taken into account when modeling the surface energy.
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surface energy y

Figure 3.6 Surface energy as a function of the  a cubic system, the anisotropic surface energy
angle 0 from a reference plane. As a function of  of the different crystallographic planes may be
the crystallographic orientation 6, the number  calculated using Eq. (3.4).

of broken bonds per surface unit is different. In

The dependency of the surface energy as a function of the angle 6 is displayed in
Figure 3.6.

In the case of more anisotropic lattices, the relationships are more complicated as
directional bonds are also present. In order to minimize the surface energy, these
directed bonds raise crystallization in rods or platelets, while surface-active sub-
stances can also influence the surface energy. From a technical aspect, this is used in
the production of one- or two-dimensional particles such as needles or plates.

In the case of oxides, it is advantageous to examine the surface is greater detail.
Depending on the nature of the terminating ion, which, in most cases, is oxygen,
termination by hydrogen or a hydroxid ion is also possible; the surface energy of the
different crystallographic planes is also changing. Excellent reviews of this subject
have been produced by Barnard et al. [5,6]. As the termination changes the surface
energy of dissimilar crystallographic planes in different ways, facetted particles
appear with crystallographic planes, leading to a minimum surface energy. How-
ever, in experimental procedures, small particles are usually spherical (or close to
being spherical) due to the vapor pressure, increasing with curvature 1/r (where r is
the radius of the edge; see Section 3.3). Therefore, sharp edges or tips, which
energetically are unfavorable, are removed by evaporation and condensation pro-
cesses. However, particles of materials with an extremely low vapor pressure may be
facetted, even when produced by high-temperature processes. An example of
facetted particles, ceria (CeO,), is shown in Figure 3.7.

An example of how surface energy has a major influence on the behavior of
particles, in relation to particle synthesis, may be of benefit here, whereby the
question might be asked as to what is the consequence of the coagulation of two
particles. For reasons of simplicity, it is assumed that both coagulating particles are
spherical and equal in size, and that the new particle is also assumed to be spherical.
The difference in surface energy per particle Augyce between the surface of two
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Figure 3.7 Facetted ceria (CeO,) materials with an extremely low vapor pressure
nanoparticles. (Reproduced by permission of ~ may be facetted, even when produced by
Nanophase Technologies Inc, Romeoville, IL, high-temperature processes.

USA; www.nanophase.com). Particles of

particles with the diameter d and that of the coagulated particle with the diameter
dcoagulated = 21/3d is:
Au = yAa = y(anZ - ndzoagulated) = myd® (2 - 22/3) (3.5)
The reduction in surface energy leads, due to dissipation, to an increase in
temperature AT
Alkgyy 2223
AT = Usu facei}zl( ) (36)
pey md®  pe, d

If zirconia particles are assumed to have density p=5.6 gcm >, surface energy

y =1]m™? (in the literature there are indications that this value may be significantly
larger; however, to avoid exaggerations, this extremely conservative value was
selected), and heat capacity C,=56.2]Jmol 'K ', this will cause an increase in
temperature during the adiabatic coagulation process (see Figure 3.8). (For reasons
of simplicity, the materials’ data are those of conventional materials; the surface
energy value is roughly approximated.)

Based on data in Figure 3.8, it can be seen that via the exchange of surface energy a
remarkable temperature flash occurs during the coagulation of two equal-sized
particles. It is this temperature flash that makes coagulation possible, as the rise
in temperature causes the mobility of the atoms to be increased. The strong decrease in
temperature flash with increasing particle size explains the occurrence of odd-shaped
particles in the size range above 3 or 4 nm. This situation is not purely theoretical;
rather, the coagulation of nanoparticles is a phenomenon that makes the production of


www.nanophase.com

30| 3 Surfaces in Nanomaterials

_ 300

X

e

[%)]

E

= 200

<

>

g

g 100

N
0

0o 1 2 3 4 5 6 7 8 9 10
particle diameter [nm]

Figure 3.8 Temperature flash after adiabatic coagulation of two ZrO, nanoparticles of equal size.

small particles difficult as they tend to agglomerate when they come into contact with
each other. The process of agglomeration may also be observed in the electron
microscope; a series of excellent electron micrographs showing coagulation between
two gold particles are shown in Figure 3.9. The sequence starts with two particles, with
one oriented such that lattice fringes are visible. The particles are moving, as indicated
by the change in the lattice fringes. When the particles touch each other, they rotate
until their orientation is equal, at which moment the coagulation begins as the larger
particles engulf their smaller counterparts. For such a process to occur, significant
thermal mobility of the atoms is essential, while the required energy is provided via a
reduction of the surface.

Figure 3.9 Series of electron micrographs a grain boundary is not formed; rather, the
depicting the coagulation of two gold particles.  orientation of the two particles is aligned
The orientation of the lattice fringes changes (Jorge A. Ascencio, UNAM Mexico; private
from frame to frame, indicating movement of ~ communication).

the particles. During the process of coagulation,
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This example of coagulation is related directly to grain growth during sintering
where, in general, a dramatic grain growth is observed. Such growth leads to a
reduction in surface energy and hence to a reduction in free energy. It is possible to
estimate the energy released during the sintering of nanoparticles in connection
with grain growth. Assuming spherical particles with an initial grain size d
and (after growth) a final grain size of dgn,, then due to the reduction of the
surface the energy U per mole is released. Uis given by U = y(nA — Agina) M/ pVinal
with 7 = Vgna /v = dgna/d leading to:

M 6)/ dﬁnal )
U=— -1 3.7
1Y dﬁnal ( d ( )

As long as dgn,/d> 1, the surface energy released during grain growth is
proportional to the inverse particle size. The energy released per mole, again using
ZrO; as an example, is shown in Figure 3.10.

Here, the curves were calculated for final grain sizes of 50, 100, and 200 nm;
however, if the initial grain size is less than about 20nm an amount of released
surface energy, which is in the range of the free enthalpy for the tetragonal-
monoclinic phase transformation, is realized. Itis also of interest to note that, at least
for relatively small initial grain sizes, the energy released is almost independent of
the final grain size. This effect makes the calorimetric measurement of surface
energy very insensitive when compared to the more or less broad distribution of
final grain size. In addition, the energy released (which is of the order of a few
kilojoules per mole) can easily be measured using conventional calorimetric
methods. Consequently, it is advantageous to determine surface energies by
measuring the energy released during grain growth. A typical application for
ZrO, was reported by Navrotsky et al. [7,8].

In order to demonstrate the relative amount and importance of surface energy, the
free enthalpy of formation, AGz.o,, and the free enthalpy for the monoclinic—
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Figure 3.10 Surface energy release during grain growth. Provided that the starting grain size is
sufficiently small, the energy released is almost independent of the final grain size.
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Figure 3.11  Surface energy of zirconia particles as a function of grain size. The free enthalpy of
formation (AGzo,) and the free enthalpy of the monoclinic—tetragonal phase transformation
(AGmonoc-tetr) is plotted for comparison.

tetragonal transformation in comparison to the surface energy, AGmonoctetr, iS
shown graphically in Figure 3.11, for the case of zirconia. Again, a value of
1Jm™* was assumed for the surface energy.

It is clear from the data shown in Figure 3.11 that for particles smaller than 2 nm,
the surface energy is comparable to the energy of formation. The free enthalpy of the
monoclinic—tetragonal transformation is significantly less than the surface energy,
although in the latter case only the surface change during the phase transformation
should be considered (see Figure 3.12).
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Figure 3.12 Differences in surface energy of the monoclinic and tetragonal phases as a function
of particle size in comparison to the free enthalpy of the monoclinic—tetragonal phase
transformation AGmonoc-tetr
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The small difference in surface area in relation to volume change (about 4%)
during phase transformation leads to a change in the surface energy that is
comparable with the free enthalpy of transformation. Thus, it is clear that the
particle size has a significant influence on phase transformation. (This phenomenon
is described in detail in Chapter 7.) To date, the most important studies of the
influence of particle size on phase transformations relate to the melting of metals
and to monoclinic—tetragonal phase transformations in zirconia.

When considering isolated particles, it is important to take care of the hydrostatic
pressure caused by surface stress in the particles. Such hydrostatic pressure p is a
function of the curvature 1/r=2/d and surface stress o; in the simplest case of
spherical particles:
o
d

is valid. The hydrostatic pressure caused by surface energy within a nanoparticle is

p=+4 (3.8)

depicted in Figure 3.13. As values for surface energy and surface stress are poorly
known for ceramic materials, a value of 1INm ™' (= 1Jm ?) is often selected,
although in general the difference from the unknown true value may be significant.

The hydrostatic pressure in a spherical particle with a diameter of 5nm and a
surface energy of 1N m ™! is (according to Figure 3.13) relatively high at 4 x 10° Pa
(= 4 x 10*bar). Certainly, such a high hydrostatic pressure in nanoparticles has a
major influence on any phase transformation connected to volume change. Phase
transformations connected to volume change are pressure-sensitive, which means
that the temperature of transformations depends on the external pressure. Thus, it is
obvious that the particle size influences phase transformations. As explained in
Chapter 7, the most significant influence is observed at the melting point of metal
nanoparticles.

10" 108

10} 10

10%8 I 103

hydrostatic pressure [Pa]
hydrostatic pressure [bar]
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particle diameter [nm]

Figure 3.13 Hydrostatic pressure in nanoparticles as a function of particle size. The surface
stress o was assumed tobe TN m™".
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This hydrostatic pressure p in a particle (as depicted in Figure 3.13) causes a
hydrostatic stress ¢* and a strain &* constant in the particle. The strain energy
per particle is e*o*v/2ore*0*M/(2p) the strain energy per mole. By setting
& =0*/Kand 0* = p = 40/d (Kis the bulk modulus or K = 1/K = E/(3(1 — 2v)),
where E is Young’s modulus, v is the Poisson number, and « is compressibility),
one obtains for the strain energy of small spherical particles:

1 (4y\’M _ 3(1-2) (40\’M
Ustram—ﬁ(g) ;_T ? ; (39)

In contrast to other formulae describing the influence of surface phenomena on
thermodynamic quanta, the strain energy depends inversely on the square of the
particle size and therefore a significant influence is expected only for very small
particles. The strain energy for small particles of aluminum and zirconia as a
function of the particle size is shown graphically in Figure 3.14. However, when
comparing the data from Figure 3.14 to those for the surface energy depicted in
Figure 3.11, it is realized that the contribution of the strain energy is small.

In order to calculate the data for Figure 3.14, a bulk modulus K of 200 GPa for
zirconia and 76 GPa for aluminum was assumed. In the case of aluminum, the
strain energy is almost meaningless as it is significantly smaller than the heat of
fusion for bulk materials. The situation is different for zirconia, however, where the
strain energy for a particle with a diameter below a few nanometers is more than
10% of the free enthalpy for the monoclinic—tetragonal phase transformation.

The hydrostatic pressure in the particles, caused by the surface stress, deforms the
particle and, as might be expected, this phenomenon leads — in the case of metallic
nanoparticles — to particle contraction. However, this contraction is so small that it
can only be measured using high-precision X-ray lattice constant measurements. In
the case of ceramic particles, this reduction is often superimposed by other
phenomena, leading to a lattice expansion.
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Figure 3.14 Strain energy of aluminum and zirconia nanoparticles calculated according to
Eq. (2.9).
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Figure 3.15 Experimental values for the lattice constant of gold [9] and palladium [10]
nanoparticles. Due to hydrostatic pressure originating from surface tension, decreasing lattice
parameters are observed with decreasing particle size.

Considering the experimental problems encountered when determining exper-
imentally the lattice constant with high precision in the case of small particles, this
phenomenon is well documented. As an example, the lattice contraction of gold [9]
and palladium [10] is shown in Figure 3.15, and in both the cases a significant
reduction in the lattice constant was observed. According to Qi and Wang [11], this
lattice contraction can be described by:

Aa 1

- - 1
a 14+ Cals (3.10)

where a is the lattice constant, and « is the ratio between particle surface and the
surface of a sphere with equal volume. Lastly, a is a function of the particle shape,
describing the deviation from a sphere. A detailed analysis shows that the results
obtained from palladium particles, depicted in Figure 3.15, indicate almost
spherical particles, whereas the gold particles, used in this experiment, having
an a value of 3.09 were disk-shaped and had a diameter/thickness ratio of
approximately 10.

In the case of ceramic oxide particles, the lattice behaves differently. The data in
Figure 3.16 depict the dependency of the unit cell volume of y-Fe,O3 as a function of
the particle size [12]. It is remarkable to realize that, in contrast to metals, the lattice
expands with decreasing particle size. This phenomenon is explained by a change in
the lattice structure at the surface of the particles with decreasing particle size. The
starting point for this explanation is the observation that in most cases, the outmost
cations next to the surface of an oxide are terminated by oxygen ions and, therefore,
the surface is covered with oxygen ions, each one bearing two negative charges. As
these negatively charged ions repel each other, the particles and, hence, the lattice is
expanded [13].



36| 3 Surfaces in Nanomaterials

35
3t
S \\
c 25¢
Rel [ \
g 2f
] r
g_ [
o 15¢F
o r
E I e
3 1
o r
> r
05}
of
6 8 10 12 14 16 18 20
particle diameter [nm]
Figure 3.16 Volume expansion of y-Fe,O; electrostatic repulsion due to the termination of
nanoparticles [12] as a function of particle size.  the metal cations next to the surface by anions
In oxides, in contrast to metallic particles, a with electric charges of equal sign at the
volume increase is observed with decreasing surface.

particle size. This is a consequence of

33
Some Technical Consequences of Surface Energy

From the Clausius—Clapeyron law, it is possible to derive the vapor pressure of a
particle as a function of the diameter d. This formula, which is known as the Kelvin
formula (also called the Thomson formula; William Thomson, ennobled as Lord
Kelvin), connects the vapor pressure with surface energy and particle size:

In (p%) = % or p=p, exp (;31/2‘]/“) (3.11a)

where p__ is the vapor pressure over a flat plane, Vis the molar volume, R is the gas
constant, and T is the temperature. Assuming constant temperature, the vapor
pressure over a curved surface shows the proportionality:

P X exp (%) (3.11b)

Equations (3.11a) and (3.11b) state that the vapor pressure in equilibrium with a
particle of diameter d increases drastically with decreasing particle diameter. This is
demonstrated in Figure 3.17, using zinc and gold as examples.

The graph in Figure 3.17 displays the ratio of the vapor pressure for nanosized
droplets at the melting point of the bulk material over the vapor pressure of a flat
surface. It is interesting to realize that the difference between the metals with very
different properties (yay=1.13Jm™ 2, y;,=0.77]m ?) does not vary by much,
although it is important to recognize the severe increase in vapor pressure over
droplets below approximately 3 nm. The values for the surface energy are taken from
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Figure 3.17 Vapor pressure ratio of a nanoparticle p in relation to that of a flat plane p.. Note
the drastic increase in ratio at small particle sizes.

the reports of Miedema et al. [14,15], as they provide a consistent set of values for the
surface energy of solid and liquid metals.

The strong increase in vapor pressure for small particles has important technical
consequences, three of which are briefly explained in the following:

® When considering the formation of particles in a gas-phase reaction, it is clear that
the nuclei must have a minimum size in order to avoid evaporation before they
have the chance to grow by the condensation of further material. Therefore, it is
clear that in nature, heterogeneous nucleation is preferred over homogeneous
nucleation. For particle sizes close to zero, the vapor pressure is extremely large
and the low probability of homogeneous nucleation is well demonstrated. This
explains also why in gas-phase reactions it is easier to produce small particles of
materials with a low vapor pressure as compared to materials with a high vapor
pressure, because, in the latter case, there is a low probability for homogenous
nucleation. Alternatively, this provides a good opportunity to produce extreme
small particles for materials with an extremely low vapor pressure (e.g., the
refractory oxides such as ZrO,, HfO,, etc.).

® The next consequence is related to the particle shape. For nanoparticles consisting
of a material with low vapor pressure, there is a greater opportunity to obtain
facetted particles, whereas nanoparticles of materials with a higher vapor pressure
would crystallize in a more spherical shape. This point was stressed above, in
connection with Figure 3.7.

® The third example is related to sintering. At this point, it is important to note that
in a more general sense, the expression 2/d in Eq. (3.11) may be replaced by 1/r,
where r is the radius and 1/r the curvature. The curvature may be either positive,
convex surfaces or negative, concave surfaces. In Figure 3.18, the ratio p/p.. of the
vapor pressure p of a particle with diameter d and flat surface p., is displayed as a
function of the inverse curvature for zinc nanoparticles. It is remarkable that
outside the range of nanoparticles this ratio is close to one, whereas for small



38 | 3 Surfaces in Nanomaterials

10

10°

10

10"

10° k-
10" \

10

10°

-4
-50 -30 -10 10 30 50
curvature-1 [nm]

oo

vapor pressure ratio p/p

10

Figure 3.18 Vapor pressure ratio of a curved plane p over that of a flat plane p.., for zinc as
function of the curvature 1/r=2/d. A positive curvature is related to convex surfaces and a
negative curvature is related to concave surfaces.

particles or for narrow necks or wedges between two grains the function becomes
extremely large, for small values. The difference in vapor pressure between
ranges with positive and negative curvature leads to the formation of necks during
sintering.

At the particle surface the curvature is positive, whereas at the point of contact of two
touching particles the curvature is negative. For a negative curvature, the vapor
pressure is decreasing and therefore bodies that consist of pressed nanoparticles
begin to sinter very quickly, as the small particles have a high vapor pressure. The
evaporated material is deposited at the points of contact of the particles, where the
curvature is negative. In total, this process of material transport by enhanced
evaporation and condensation leads to an early start of the sintering process at
comparatively low temperatures; the situation is depicted schematically in Figure 3.19.

The situation in Figure 3.19 is represented in the micrograph shown in
Figure 3.20, which is an example of such a sintering neck between two alumina
particles. In the electron micrographs, it can be seen clearly that the material was
transported by evaporation and condensation processes to the contact point of the
two particles [16].

Apart the first step of sintering, direct applications of surface energy are rare,
although attempts have been made to exploit the energy exchange during coagula-
tion for technical use. One prominent example is the proposal of Regan et al. for a
nanomotor based on coagulation processes [18,19]. The basic idea of a “motor”
based on coagulation is relatively simple as it utilizes the fact that metallic atoms are
migrating in an electric field at the surface of carbon nanotubes [17]. This
phenomenon, which is especially pronounced with indium, has led to the idea
of a relaxation oscillator using the arrangement shown in Figure 3.21. On a carbon
nanotube, connected to a source of electrical direct current (DC) source, two droplets
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Figure 3.19 Two sintering grains. The diagram indicates ranges with positive and negative
curvature, and material transport associated with the curvature-dependent vapor pressure.

of indium are placed within a close distance of each other. Within the electric field, at
the surface of the carbon nanotube, indium is transported by electro-migration from
one droplet to the next; hence, one droplet shrinks and the other grows, until the
moment when the two droplets touch each other and coagulate. During the
coagulation process, the material of both drops is concentrated into the larger
drop, which increases its size again. After coagulation, continuing material trans-
port leads to reformation of the smaller second droplet, which is nucleated at a
discontinuity at the surface of the nanotube. Provided that the system is free of

Figure 3.20 Two sintering alumina particles. ~ wedge (or neck) between the two particles,
The curvature-dependent vapor pressure causes where the curvature is negative [16].
material to evaporate at the positively curved (Reproduced with permission by Springer.)

surfaces of the particles, and to condense in the
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Figure 3.21 Basic concept of a nanomotor transported from the larger droplet to the
based on surface energy according to Regan smaller, until they touch. At this moment, the
et al. [17,18]. The motor consists of a multiwall  droplets coagulate and the process is restarted
(mw) carbon nanotube and two droplets of with material transport from the large drop to a
liquid metal. When an electric field is applied point where a new drop can be formed.

across the nanotube, metal atoms are

evaporation losses, this set-up will oscillate for as long as it is connected to a DC
source.

This entire process can be visualized in an electron microscope and a series of
electron micrographs obtained is shown in Figure 3.22. In these micrographs, the
carbon nanotube, the droplets and, most importantly, the growth of the smaller
particle at the expense of the larger one, can be seen easily in Figure 3.22a—c. In
Figure 3.22d, the arrangement after coagulation can be seen, just before the process
is about to be repeated.

The relaxation time (i.e., the time for complete coagulation) was estimated to be in
the range of 200 ps. This proof of principle for the reversible influence of a mechanical

Figure 3.22 Electron micrographs showing the migration at the surface of a carbon nanotube.
sequence of droplet growth (a—c) and after (Reproduced with permission by The American
coagulation (d). The droplets consist of indium, Institute of Physics, [18]).

the atoms of which are transported by electro-
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Figure 3.23 The basic concept of a nanomotor the metal reservoir. The metal extension bar
based on electro-migration at the surface ofa  changes in length because, due to anisotropy of
nanotube, and the anisotropy of surface energy the surface energy, metal atoms are added or
of a noncubic metal, according to Regan et al. ~ removed only at the planes directly adjacent to
[19]. Metal atoms may be moved from andto  the carbon nanotubes.

dimension by electrical currents led to the idea of a technically applicable device
where the process works with solid indium (see Figure 3.23). The device consists of
two nanotubes connected with a small indium crystal, the extension bar, and
additionally a metal reservoir. Again, the material is transported by electro-migration.
Indium crystallizes tetragonally (an anisotropic structure), and as the indium crystal
connecting the nanotubes grows anisotropically and elongates, it causes the nano-
tubes to be moved. Changing the direction of the electric current leads to transport in
the opposite direction, which means that the system is fully controllable.

A group of electron micrographs demonstrating such a system is shown in
Figure 3.24. The two carbon nanotubes and the metal reservoir on the upper
nanotube are visible in Figure 3.24b and c, while the growing crystal can be seen

carbon nanotubes In-extension bar

Figure 3.24 Electron micrographs showing the or, in the case of opposite electric polarity, in the
extension of an indium extension bar by adding other direction. Note that the material from the
additional material at the end surfaces. The reservoir is also removed in an anisotropic
material is transported by electro-migration manner. (Reproduced with permission by The
from the indium reservoir to the extension bar ~ American Chemical Society [19].)
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Figure 3.25 Extension and voltage of a nanomotor designed according to Figure 3.23 [17]. Within
a limited range, the extension rate is controlled by the applied voltage.

between the nanotubes in Figure 3.24d. Interestingly, the material from the indium
reservoir is not used uniformly from the surface, but it is in fact removed from the
top of the reservoir. Again, this is a phenomenon of anisotropic surface energy. In
Figure 3.24, an extension of the indium crystal of more than 100 nm is apparent;
therefore, this device acts as ram.

The extension of the indium crystal and the voltages that lead to the material
transport are shown graphically, as a function of time, in Figure 3.25. In this case,
the “nanomotor” is seen to cycle with the voltage, with the speed of approximately
Inms ' for extension and shrinkage, respectively, being linear with time. Over a
limited range the speed is proportional to the voltage, although at a lower voltage the
thermally activated transport (and therefore the speed) are reduced significantly, as
the electric losses (Joule heating) are reduced. The maximum speed is also limited
by Joule heating, as the temperature of the system must not exceed the melting point
of the metal.
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4
Gas-Phase Synthesis of Nanoparticles

4.1
Fundamental Considerations

Gas-phase processes were the methods first applied to synthesize nanoparticles.
Previously, and significantly earlier, colloid chemistry had been used to obtain
nanoparticles in suspensions (= colloids), although after being separated from the
liquid the colloidal particles formed agglomerates. In gas-phase processes, a vapor of
the material condenses to form small particles, the concentration of which is, in
general, very low. Hence, the probability of the formation of larger agglomerates is
lesser.
The process of particle formation may be divided into four major steps:

® Nucleation: a nucleus is the smallest stable unit and usually consists of two or, in
most cases, three atoms or molecules.

® The nucleus acts as core for further condensation of atoms or molecules.
Therefore, the nucleus grows and forms clusters, and later a particle. Condensa-
tion is a stochastic process, which is ruled by the dynamics of gas species.
Colliding clusters or small particles may coagulate.

® During coagulation by exchange of surface energy, a new particle is formed.
Having reached a certain size, the difference in surface energy will be so small
(see Chapter 3) that further coagulation of particles is impossible.

® Now, the process of agglomeration starts. Agglomerates consist of two or more
individual particles. Often, one distinguishes between soft and hard agglomer-
ates. Soft agglomerates are bound by van der Waals bonds, whereas hard
agglomerates are sintered. If at all, only soft agglomerates can be separated.
High temperatures and small particle sizes lead to the formation of hard
agglomerates; therefore, after synthesis and particle formation, the temperature
should be reduced as rapidly as possible. This quenching process reduces the
probability of the formation of hard agglomerates.

As the processes of condensation and coagulation are random by nature, the
distribution of particle sizes obtained is relatively broad. Mathematically speaking,
provided the formation of particles is a random process, the size distribution of the
particles follows a Poisson distribution, which is, in general, approximated using a
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Figure 41 Model situation to estimate the probability of the collision of two particles of different
sizes. The lines indicate the limitation of the cylinders circumscribing the trajectories of the
particles.

log-normal distribution. However, by quenching or charging the particle with
electrical charges of equal sign, one has the possibility to bias these processes,
to influence the particle size distribution of the product. Although, in the following
sections, some of the most important gas-phase processes used to synthesize
nanoparticles will be described, it is first necessary to recognize how the processes
of condensation and coagulation work.

In order to understand these processes, it is necessary to study the size-dependent
probability of the condensation and coagulation processes [1]. First, one must
estimate the probability of the collision of two particles with diameters d; and
d,; this situation is depicted in Figure 4.1.

To estimate the collision probability, one must calculate the volume V; of the
cylinder passed by a particle with average velocity ¢; with i € {1, 2} in the short time
interval At:

Vi :%cidfm, ie{1,2) (4.1)

Figure 4.1 and the following estimations assume that the particles are smaller
than the mean free path of the particles in the gas. In the case of nanoparticles, this
presumption is fulfilled in nearly all ranges of gas pressure applied for synthesis.
The mean free path length 1 in a gas is estimated by the formula:

PP S S
 V27an(dg + d)*

where d is the diameter of the particle, dg is the diameter of the atoms or molecules
of the gas species, and n is the number of gas atoms or molecules per unit volume.
As 1 is indirectly proportional to the density of gas molecules per unit volume, the
mean free path length decreases with increasing pressure in the system. Figure 4.2

(4.2)
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Figure 4.2 Mean free path length for a particle in argon. The parameter for the curves is gas
pressure. Note the line separating the range where the free path length is smaller or larger than
the particle size.

gives the free path length in the gas (argon (dg = 0.29 nm) was selected as example)
as a function of the system pressure. Compared to the number of gas molecules, the
concentration of particles is assumed to be negligible.

Figure 4.2 illustrates diagrammatically the mean free path for the gas pressures in
the range from 10* to 10° Pa (= atmospheric pressure). Additionally, the separation
line for particle sizes smaller or larger than the mean free path is shown. This line
limits the range where the assumptions leading to Figure 4.1 and the following
considerations are valid. For the processes of nucleation, condensation, and even
coagulation, this assumption is valid even up to atmospheric pressure.

Kinetic theory of gases gives the value for the mean value of the velocity ¢ of a
particle, depending on the particle mass m, the temperature T, and the Boltzmann
constant k:

e=2(2) (43)

The probability of finding a certain particle during the time interval At in a well-
defined volume element v passed by the particle of a system with the volume Vg, is:

= «(dT)°*

v B JTdZEAt B Z(Zk_T)OSJT dZ (3k—T>0.5 d045

p=g—=7 ==
Vtotal 4 Vtotal m 4 Vtotal P

Vtotal
(4.4)

where « is a constant value that is independent of any geometry or temperature.
From Eq. (4.4) it can be seen that the probability of finding a certain particle on a
point within or space with the volume Vi, increases with the square root of the
temperature and the particle diameter. This is quite a plausible result. As with
increasing temperature, the velocity of the particles increases, the volume passed in
a certain time interval increases, and, therefore, the probability of finding a particle
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increases. The same argument is valid for the particle size. However, as the velocity
of the particles decreases with increasing particle mass, this increase is less
pronounced than expected intuitively. When considering the probability of the
collision of two particles with diameters d; and d,, one first seeks the probability of
finding these particles in the time interval At in the same volume element:

Piy = pipy = KA1 T)"% (yT)° = k1 T(dhdy)"’ (4.5)

where k; is a constant value. In the following section, constant values that are
independent of essential parameters will be denoted consecutively as «; with i € N.
In order to obtain the collision probability, one must multiply the probability defined
with Eq. (4.4) by the concentration of particles with diameters d; and d,. Clearly, the
term (dyd,)*° controls the collision of two particles with different diameters. In a
simplified manner, as this parameter depends only on the geometry of the particles
it is called the “collision parameter.” Equation (4.5) shows that the collision
probability increases linearly with temperature; therefore, in order to obtain nano-
particles — which means minimizing particle growth by coagulation — the tempera-
ture must be reduced as much as possible.

Calculated with Eq. (4.5), Figure 4.3 depicts this collision parameter as the
function of particles size with collision partners of different size.

As expected intuitively, for particles with increasing size, the probability of
collision increases with increasing size of the collision partner. As larger particles
are moving slower than smaller ones, with increasing size of the collision partner,
those particles show a less pronounced increase of the collision parameter. This
steeper increase for larger particles makes it impossible to obtain a product within a
narrow range of particle sizes. This situation is similar to Ostwald ripening in colloid
chemistry, where the larger particles consume the small ones, leading to a
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Figure 4.3 Collision parameter according to Eq. (4.5) as a function of particle size. The
parameter of the curves is the size of the collision partner. Note that the collision parameter
increases with increasing particle size.
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disappearance of the small particle fraction and an extension of the particle size
distribution in the direction of the larger ones. As a consequence, particle size
distribution functions of particles produced by a process of random collisions are
always nonsymmetric functions.

In order to obtain a narrower particle size distribution, it is necessary to influence
the process of particle formation in such a way that the simple collision law as
described by Eq. (4.4) no longer rules the system. One of these possibilities has
already been mentioned, in that one can minimize coagulation by reducing the
temperature and stop the process from forming hard agglomerates by quenching
with cold gas directly after particle formation. A further most elegant method of
reducing the probability of coagulation is to load the particles with electrical charges
of equal sign. In this case, the particles would be expected to repel each other.

In the following considerations on the behavior of electrically charged particles,
the particles are treated as spherical capacitors. The capacitance C of a sphere is
equal to its diameter, C = d; hence, at an electric potential V a capacitor carries the
charge Q = VC. Then, assuming that all particles are charged to the same potential
(i.e., V=Q/d= constant), then depending on the sphere’s diameter the particles
carry the charge:

Q=vCc=vd (4.6)

From Eq. (4.6) it can be derived that the electrical charge carried by a particle is
proportional to the particle diameter; in other words, small particles carry less
electrical charges than larger particles. This relationship is well known in aerosol
physics [2] and the detailed analysis of charged aerosol particles by Zieman et al. [2]
may be summarized in the following description of the electrical charges as a
function of particle size distribution:

d < do = QO =1

d>do= O =1+5(d—do) (47)

where d, is a limiting diameter; as the electric charges are given in units of the
elementary charge (= charge of one electron), smaller charges than that of one
electron are impossible. Therefore, Eq. (4.7) is always correct because the smallest
possible electrical charge is equal to the elementary charge. However, there are
experimental cases where Q,, the smallest electrical charge in the system, is a
noninteger multiple of the elementary charge. In this context, one may gain the
impression that Eqs. (4.6) and (4.7) are incorrect, as they do not take care of the
quantized character of the electrical charge. Although such an objection is correct for
considerations directed towards a single particle, within this context, one is
considering only mean values over many particles, and, therefore, quantization
of the electrical charge is smeared and therefore not visible.

Assuming that the particles carry electrical charges of equal sign, they repel each
other. Hence, the repelling force F between two particles with charges Q; and Q, that
are related to particles with diameters d; and d, at a distance of r is:

K
Fzggézﬁm@ (4.8)
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This force results in an acceleration Q,Q,/(mr?), which reduces the speed and
changes the direction of the path of the particles. As a result, the collision volume
passed during time interval At is reduced and consequently the collision probability
is also reduced. An exact solution for this problem is extremely complex, as care
must be taken to include all possible directions of the particle flight. However, for
qualitative purposes, in a first approximation, the reduction of the collision volume
can be described by the factor 1/(Q;Q,)o01/(d1d,). Inserting this factor into
Eq. (4.5) leads to the following modified collision parameter:

= P> = k3 T(dady)™ - = iy T 4.9
D1y = Pipy = k3T(dhdo) ™ o = ks ()% (4.9)

As a consequence of introducing a repelling term, Eq. (4.9) now describes a
reduced collision probability with increasing particle size. The particle growth by
coagulation and agglomeration is limited. In analogy to Eq. (4.5), the term (dyd;)*°
is now called the “collision parameter,” while the temperature dependence remains
unchanged linearly.

The consequence of particle charging on the “collision parameter” is visible in
Figure 4.4a and b, where this modified “collision parameter” is plotted against particle
size for different collision partners. In contrast to Figure 4.3, where the collision
parameter increases with increasing particle size, in Figure 4.4a (calculated for dy = 0)
a continuous decrease of the collision parameter with increasing size of the collision
partner is also observed. When considering particles of 5 nm and more, in the case of
charged particles the collision parameter is more than one order of magnitude smaller
as compared to neutral particles. This is entirely different in Figure 4.4b, where dy = 3
was assumed. Here, a maximum of the collision parameter is realized for the particle
size dy = d; = dop = 3. Clearly, it will be very difficult to obtain particles with sizes
significantly larger than dy. Both Figure 4.4a and b show that charging the particles
limits the size of the particles, and the long tail of the particle size distribution on the
side of the large particles in the size distribution may be avoided. The experimental
results have confirmed these considerations.

Now, one may want to estimate the temporal evolution of the particle size
distribution as a function of the collision parameters. In a first approximation,
which neglects the kinetic processes in detail this is possible. As boundary condi-
tion, one has to assume a constant number of atoms N,.; of the species that will form
the particles. The process of coagulation reduces the number of particles in the
system; however, as the concentration of these atoms in the carrier gas atmosphere
is extremely low, the change in the total number of particles (hence, the concentra-
tion) during coagulation is negligible.

Based on these basic assumptions, it is possible to develop a model based on a
Markov chain [3]. To do this, the number of particles is calculated as a function of
time ¢, using discrete time steps At = 1. Att = 0, the beginning of the process, there
are only particles of size (volume) 1 in the system. At the start of the reactions, t = 0,
the starting value is N(0,1) = Ny At the time, reaction step t, there are N(t,1)
particles of volume i and N(t,j) particles of volume j present in the system. In the
case where a particle with volume i and a second one with volume j collide and
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Figure 4.4 Influence of electrical charge on the parameter for electrically charged particles,

collision parameter. The collision parameter is
plotted against particle size (as in Figure 4.3).
The parameter for the curves is the size of the
collision partner. The decreasing collision
parameter with increasing particle size limits
particle growth during synthesis. (a) Collision

where the charge Q is proportional to the
particle diameter d, Q o d. (b) Collision
parameter for particles, where the electrical
charge Q follows the relationship: d < do =
OQ=1landd>dy= Q= 1+«3(d —do);
doz 3.

coagulate, a new particle with volume i+ is formed. Therefore, the following

equations are valid:

N(t,i+j) = Nt—1,i+j)+f

N(t—1,i) N(t-—1,))

i

Ntot NtOt
, . N(t—1,i) N(t—1,)) .
N(Li) = N 1) — e ijeN (4.10)
(0]
, , N(t—1,i) N(t—1,j
N = Ne—1) - L N L)

N tot

N tot
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On the righthand side of Eq. (4.10), the weighting term f; describes the
probability for the process, as they are given in Egs. (4.5) and (4.9). As the number
of atoms in the system is always constant, at each step (time) ¢, the side condition:

Pmax
Nig = > _nN(t,n) (4.11)
n=1

is valid.

As in Eq. (4.10) each reaction step is random and independent of the preceding
one; this model leads to a Poisson distribution of the particle sizes, which is because
of a better handling approximated by a log-normal distribution. Equation (4.10)
delivers particle numbers as function of time and volume. The diameter d of the
particles, is given by d = [(i +)Y3|

Figure 4.5 depicts a typical result of an evaluation of Eq. (4.10) in the case of
neutral particles. (The smallest number of particles in this graph is zero. However,
as, in a logarithmic scale, zero is excluded; as a synonym for zero, 0.1 (10™') was
used.) Additionally, the characteristic features of this graph are indicated with labels.
Two features are remarkable, as these make the difference to results obtained for
electrically charged particles. (i) There is some unreacted material left. This is
because the reaction probability is smallest for the precursor atoms. (ii) The
distribution shows a long tail on the side of the large particles. Lastly, this long
tail is the reason for the broad particle size distribution observed in case of neutral
particles.

Unreacted
material | 10° v Starting point
| | Number of particles

| courseofthe |_|
most frequent
particle size

2 Y0

0 20 30 40 50 50 79
particle diameter [au]

5\)0\5\-\\0
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Figure 4.5 Temporal development, expressed the largest number of reactions, unreacted or
by the number of reactions, of the particle size  poorly reacted material, characterized by the
distribution in the case of uncharged particles.  peak at size 1, is observed. Apart from the

The axis for the number of particles is calculated data, this figure contains
logarithmic. As such a scale cannot display explanations of the most important features of
zero, this limit was replaced by 107", Even at this graph.
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Figure 4.6 Development of particle sizesina  the same as in Figure 4.5. The axes for the
system with electrically charged particles of only number of reactions and the number of
one sign. The graph shows the particle size particles are logarithmic; therefore, 10~
distribution as a function of the number of replaces the zero.

reactions. The maximum number of reactions is

The result of the calculations obtained for particles carrying electrical charges of
equal sign are depicted in Figure 4.6. The underlying calculations were, except for
the electrical charge conditions, performed and plotted with the same parameters as
used for the case depicted in Figure 4.5. Comparing Figure 4.6 with Figure 4.5, it is
striking that the long tail at the side of the large particles is missing. At least for this
number of collisions, the synthesis results in a very narrow particle size distribution.
However, in this case, too, there remain a small number of unreacted precursor
atoms, which is, however, roughly an order of magnitude smaller.

The comparison between Figures 4.5 and 4.6 makes it evident that, for the
production of nanoparticles with a narrow particle size distribution, the application
of a process working with particles carrying electrical charges of the same sign is of
great advantage. Furthermore, as is visible in Figure 4.7, such a process allows a
quite fine adjustment of the average particle size with the number of reactions,
which is controlled either by the length of the reaction zone or, equivalently, with the
gas pressure.

From Figure 4.7 one learns that in the range of very small particles, there may be
an advantage of processes using neutral particles; however, as it may be seen from
Figure 4.5, with the penalty of a significant fraction of unreacted precursor, which is,
in general, not tolerable.

A typical, experimentally determined, particle size distribution for zirconia, as
measured by the evaluation of electron micrographs, is shown in Figure 4.8. This
material was produced conventionally using the inert gas condensation technique.
In Figure 4.8, the characteristic asymmetric particle size distribution that is expected
by theory and that is usually fitted with a log-normal distribution is clearly visible. In
accordance with the simplified model explained above, two points should be
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Figure 4.7 Comparison of the average particle steep increase of particle sizes with increasing
size as function of the number of reaction in the number of reactions in the case of particles
cases of neutral particles and ones with electric  carrying electrical charges of equal sign.
charges of equal sign. One realizes the less

mentioned in particular: (i) no particles with sizes below 3nm were detected
(possibly they were not collected because most of particle collection systems are
size sensitive and prefer the larger ones) and (ii) there is a long tail towards the larger
particle sizes. Both features are characteristic for particles produced by a purely
random process. In addition to this particle size distribution function, Figure 4.9
shows an electron micrograph of titania powder with a broad particle size distribu-
tion, wherein the particle sizes range from 5 to 50 nm.
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Figure 4.8 Size distribution for a zirconia the large particle sizes, which is typical for
powder synthesized using the inert gas products made by random processes. Such a
condensation technique. The asymmetric size distribution is often fitted using the log-

particle size distribution has a long tail towards normal distribution function [4].



4.1 Fundamental Considerations

=

Figure 4.9 Electron micrograph of titania powder with broad particle size distribution, as
obtained by purely random synthesis processes. The particle size ranges from 5 to 50 nm (Vollath
and Sickafus, Los Alamos National Laboratories, USA; unpublished results).

Nonetheless, the question still arising is how to create an experimental set-up in
order to exploit the advantages of a synthesis process with charged particles. As the
radius of nanoparticles is small and the processing temperature high, the firstidea is
to rely on thermal electron emission, even though not all of the particles may be
ionized. The influence of partial ionization of the particles on the collision
parameter is shown in Figure 4.10.

The collision parameter in Figure 4.10 was estimated by linear superposition of
the cross-section of charged and uncharged particles. At first it is clear that a
significant size-limiting effect might be expected only above 90% ionization of the
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Figure 410 Influence of partial ionizationon ~ The parameter for the curves is the degree of
the cross-section for the collision of two ionization. A reduction in collision parameter,
particles as a function of particle size. The size  limiting particle growth, is observed only near
of the collision partner was assumed to be 5. 100% ionization.
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particles. Further, this result excludes thermal electron emission as a mechanism to
limit particle size and, therefore, special arrangements must be designed to exploit
this phenomenon. Size limitations by charging the particles are observed for the
microwave plasma process and special variants of the flame synthesis process, both
of which are described later in this chapter.

4.2
Inert Gas Condensation Process

Historically, the most important — and certainly the oldest — process for synthesizing
nanoparticles in the gas phase is that of inert gas condensation [5]. This process
applies thermal evaporation to a metal within a vacuum chamber filled with a small
amount of inert gas. For example, in order to produce gold nanoparticles, gold is
evaporated in a “boat” that is heated to a sufficiently high temperature. The atoms of
gold vapor that emanate from the boat collide with atoms of the inert gas, losing
energy with each collision, and the gold vapor is increasingly thermalized. The
thermalized gold atoms are now able to collide with other atoms of the same type,
leading to nucleation and subsequently to particle formation. The particles formed
in the gas phase drift by thermophoresis (= thermal diffusion) to a cold finger,
where they are collected. The general layout of the equipment used is shown
schematically in Figure 4.11.

vacuum vessel

liquid nitrogen
cooled finger

aerosol of gold
nanoparticles

gold for
evaporation

heated boat

to pumping system
and gas inlet

Figure 411 Typical set-up for nanoparticle energy by colliding with the inert gas atoms and
synthesis using the inert gas condensation forms nanoparticles. The product moves to a
process. A metal (e.g., gold) is evaporatedina  liquid nitrogen-cooled finger (by the process of
vacuum vessel, filled at reduced pressure with  thermophoresis) and is collected from the

an inert gas. The metal vapor loses thermal surface.
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Following a production cycle, the metal particles are carefully scraped from the
cold finger; this design allows further processing of the product without breaking the
extremely pure vacuum conditions. In order to obtain oxides, small quantities of
oxygen are introduced into the system before scraping the powder from the cold
finger, such that the metal powder is oxidized very slowly. Care must be taken as
rapid oxidation leads to overheating and sintering of the product. As the formation
of the particles is a purely random process, the inert gas evaporation process typically
leads to a product with a broad particle size distribution.

4.3
Physical and Chemical Vapor Synthesis Processes

The basic principle of the inert gas condensation process leads to many variants, as
the systems employed differ in how the metal is introduced and subsequently
evaporated. One of the most interesting possibilities is heating with an electron
beam [6]. The technical up-scaling of an inert gas condensation process may lead to
the introduction of elements that limit particle size growth. However, two possible
measures exist by which particle size and particle size distribution may be con-
trolled: (i) a reduction of the residence time of the particles in the reaction zone and
(ii) rapid cooling of the particles (“quenching”) after they have left the reaction zone.
For both measures the original diffusion-controlled process as shown in Figure 4.11
is not applicable. Rather, it is necessary to replace transport via thermal diffusion
with transport using a carrier gas. When used as a heat source for mass production,
an electrical arc has many advantages and is utilized on a regular basis. The layout of
such a system is shown schematically in Figure 4.12.

The system shown in Figure 4.12 utilizes an electric arc as a source of energy to
evaporate the metallic precursor. This is a quite difficult process to control as the

vapor and

electric arc oxidized
metal clusters particles
metallic
precursor rod /\
) @]
% 090000 3%Q0 &
© 000 3 O%OCPD
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' addition of addition of powder
reactive gas quenching gas collector

Figure 412 Typical set-up for physical vapor
synthesis of oxide nanoparticles. A metallic
precursor is evaporated using an electric arc or
an electron beam. A stream of inert carrier gas
transports the vapor into the reaction zone,

where the reaction gas is added. To limit
particle growth and agglomeration, the gas
carrying the particles is quenched. Finally, the
product is collected.
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Figure 413 Fe,O; powder produced by the (Reproduced with permission by Nanophase

physical vapor synthesis process. The broad Inc., Romeoville, IL, USA; www.nanophase.
particle size distribution (here 5-50 nm) is com). The dark lines seen in larger particles
characteristic of this type of product. indicate twin boundaries.

extremely high temperature of the arc may lead to high evaporation rates. Moreover,
a high concentration of the evaporated precursor in the carrier gas usually results in
large particles. In order to overcome these problems an extended knowledge of
industrial processing is required, although the next two steps — addition of the
reactive gas and quenching — are of similar difficulty.

The industrial product of Fe, 05 (see Figure 4.13) typically shows a relatively broad
particle size distribution, characteristic of purely random processes. Furthermore, it
is interesting to see “twins” in the electron micrograph, characterized by changes in
contrast (in this case, black lines) in many of these particles.

Although until now metal rods or powders have been used as precursors, this
approach is not in all cases either economic or efficient. In fact, it is often more
appropriate to use chemical compounds with a relatively high vapor pressure as the
precursor. This variant of the synthesis process, which is referred to as “chemical
vapor synthesis,” utilizes a tubular furnace with temperatures up to 1500K as a
source of heat. A carrier gas — in most cases argon or nitrogen — transports the
evaporated precursor through the heated reaction zone. As a precursor, chlorides,
carbonyls, or metal organic compounds are most often used — the ultimate
compound selection depending on properties, availability, and price. It must not
be forgotten that almost all precursors lead to typical reaction products in the off-gas
and may also leave some traces behind that might be dissolved in the matrix of the
particles or adsorbed at the particle’s surface. This may cause severe disturbance; for
example, chlorine reacts readily with organic materials applied to functionalize the
surface of the particles. In order to obtain the metal oxide MeO,, a typical reaction
might be:

MeCl, + %Oz = MeO, + gcl2 (4.12)


www.nanophase.com
www.nanophase.com
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In most cases, this reaction requires a temperature in the range 1200-1500 K, but
adding water to the system leads to a significant reduction in the reaction tempera-
ture:
2y

- X0, = MeO, + xHCl (4.13)

MeCl, + ;HZO +

However, in many cases, the advantage of a reduced reaction temperature is
outweighed by the disadvantage of having highly corrosive hydrochloric acid as a
byproduct in the system. If available, the use of a carbonyl is recommended; for
example, in the synthesis of maghemite (y-Fe,Os) it would be:

13
2Fe(CO)5 + 702 = FeZO3 + 10CO, (414)

For the available carbonyls, carbonyl chlorides or nitrosyl carbonyls, this process
will operate successfully in most cases at temperatures below 600 or 700 K. In many
cases, the advantage of a low temperature for evaporation of the precursor and for
the reaction is more important than the high price and difficult handling. Handling
is difficult because most carbonyls are highly toxic and have limited stability in the
open air. However, by selecting appropriate temperatures, the use of carbonyls will
provide much more freedom in terms of the morphology of the intended powder.
Low temperatures lead to extremely fine and fluffy — in most cases amorphous —
powders, whereas the products tend to be more crystalline when using a higher
reaction temperature. A typical example of such a fine powder, in this case
amorphous Fe,0s, is shown in Figure 4.14. These fine powders also tend to

! Ympis

Figure 414 Fe,O; powder prepared by www.machichemicals.com). This product
decomposition of Fe(CO)s and subsequent consists of fractal agglomerates of amorphous
oxidation. (Reproduced with permission by 3-nm particles. The high surface product has

MACH I Inc., King of Prussia, PA, USA; excellent catalytic properties.
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form extended agglomerates (see Figure 4.14), whereas the primary particle size is
quite uniform, in the range of approximately 3 nm.

The other, most important groups of precursor compounds include metal alk-
oxides and acetyl acetonates. In particular, for the metals of groups Il and IIa of the
periodic table, and for the rare earth elements, these are the most important
precursors.

In addition to oxides, chemical vapor synthesis also allows the synthesis of
carbides and nitrides, although in this case great care must be taken when selecting
the precursor as the free enthalpy of formation of carbides and nitrides is signifi-
cantly smaller than for oxides. A typical example is the synthesis of silicon carbide
(SiC) by Erhart and Albe [7] via the pyrolysis of tetramethyl silane as precursor:

Si(CH3), = SiC 4 3CH,4 (4.15)

As the free enthalpy of formation is quite low, many side-reactions, such as the
formation of Si,C and elemental silicon and carbon, are possible. An additional,
often-applied reaction for the synthesis of silicon carbide is:

(CH3),ClISi = SiC + 2CH,4 + HCl (4.16)

However, even when the chemical reaction equation seems straightforward, this
reaction may be quite problematic, as an inappropriate selection of the reaction
temperature may lead to the formation of elemental silicon particles and carbon (as
soot). In order to synthesize nitrides, nitrogen is used as the reaction and carrier gas.
However, as chlorides are more stable than nitrides it is necessary to add hydrogen to
the system in order to shift the equilibrium towards nitride and hydrochloric acid
(HCl) formation:

MeCl, + %Nz + g H, = MeN,, + nHCl (4.17)

Apart from the problem of ammonium chloride (NH,Cl) being formed as a
byproduct, in most cases it is beneficial to use ammonia as the hydrogen carrier.

4.4
Laser Ablation Process

The situation is even more complex when applying a pulsed laser beam as a source
of energy. However, this “laser ablation technique” has the advantage of allowing not
only the use of metals, but also oxides as precursors, which makes this process
extremely versatile in its application. The general design of a production unit
applying the laser ablation process is shown in Figure 4.15.

A system for powder production using the laser ablation process generally
consists of two essential elements: the pulsed high-power laser, and the optical
focusing system and feeding device for the precursor. In order to produce larger
quantities with this process, rotating targets and automatic wire feeding systems
have been developed.
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nanoparticles

optical system laser beam
— to powder
reaction and collector

carrier gas in /

<SAB_ AR

plume
precursor target vacuum vessel
Figure 415 Experimental set-up for powder evaporated material is ejected perpendicular to
synthesis according to the laser ablation the target surface, expanding into the gas space
process. The laser beam is focused at the above the target. The particles formed are
surface of a target (a metal or an oxide). Inthe  transported with the carrier gas to the powder
high-intensity laser beam, a plume of collector.

In laser ablation systems, high-power laser pulses are focused onto the surface of
the precursor target to evaporate the material. The target, either metallic or
nonmetallic (but even mixed targets are possible), is heated locally to high tempera-
tures, leading locally to evaporation of the target. Due to the rapid evaporation in the
high-power laser pulse, even the stoichiometry of a complex mixed target is
preserved in the vapor phase. During the pulse, a supersonic jet of evaporated
material (known as a plume) is ejected perpendicularly to the target surface and
expands into the gas space above the target. Immediately after the laser pulse, the
temperature in the plume reaches values of 3800K and more [8]. During the
adiabatic expansion of the plume, the temperature decreases and the particles
formed are transported by a continuous stream of carrier gas to the powder collector.
The carrier gas may also contain reactive gas components; for example, to obtain
oxides oxygen is added, for carbides methane (CH,) and for nitrides, ammonia
(NHS).

Within the plume, there is a supersaturated vapor favoring the formation of
particles. As the duration of the supersaturated conditions is limited by the adiabatic
expansion of the plume, the gas pressure in the reaction vessel plays a crucial role in
particle nucleation and growth. At a low gas pressure the plume expands very rapidly
and, therefore, the concentration of reactive species in the plume also decreases very
rapidly, and this limits the particle growth. In contrast, at a higher gas pressure the
supersaturation is higher. However, the higher the supersaturation, the smaller the
size of the nucleus required for condensation, and this leads to a large number of
nuclei and, consequently, again to smaller particle sizes. This simplified description
of the complex processes in the plume is well supported by experimental results. As
an example, Figure 4.16 shows, in graphical form, the dependency of Co30, particle
size on gas pressure; here, small particle sizes are apparent at lower and at higher
gas pressures, whereas the particle size is largest over an intermediate pressure
range.

61



62 | 4 Gas-Phase Synthesis of Nanoparticles

W“’x\x‘—/xﬂ
2 A\
\\

x\w

mean particle diameter [nm]

*
1
0 01 02 03 04 05
10 10 10 10 10

pressure [ Pa]

Figure 4.16 Influence of reaction chamber gas pressure on mean particle size of the product
(in this case Co30y4) [9).

With regard to laser type, either frequency-converted Nd-YAG or excimer lasers
with pulse durations in the nanosecond range are usually applied. The interaction of
these nanosecond pulses leads, especially at the surface of good thermal conductors
and prior to evaporation, to the formation of a pool of melted material. In the case of
targets with a complex composition, this may lead to a powder composition, which
differs from that intended. This problem may be avoided by applying picosecond
lasers, as such a short, high-power laser pulse does not lead to melting at the surface;
rather, the material evaporates instantaneously.

One general problem of the laser ablation process is that a high concentration of
evaporated material gathers in the plume. In the case of an insufficiently rapid
expansion, this may lead to the formation of agglomerates that, in most cases are
either fractal with a fractal dimension in the range from 1.7 to 1.9 [10] or web-like. A
typical example of such an agglomerated powder is shown in Figure 4.17, where
silicon primary particles of about 10 nm are connected together and form a web-like
structure, although the individual particles are not visible.

Figure 417 Products synthesized using laser ablation are typically highly agglomerated. This
electron micrograph shows a highly agglomerated, web-like structure of silicon nanoparticles with
a primary particle size of 10 nm [11] (Reproduced with permission by Elsevier).
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Figure 4.18 y-Fe,O; powder produced by a highly progressed laser ablation process. The starting
material was metallic iron [12]. This product, with individual particles in the size range of 5-90 nm,
contrasts with the product shown in Figure 4.17. (Reproduced with permission by Elsevier).

In most cases, the formation of agglomerates is not intended, and consequently
many research investigations have been undertaken towards synthesizing individ-
ualized particles using this process. One typical — and successful — approach was
reported by Wang et al. [12], who used an atypical YAG laser with a wavelength of
1064 nm and a laser pulse width of 0.3-20 ms. A wire of pure iron was used as
precursor. The particle size of the product obtained (see Figure 4.18) was in the
range 5-50nm, with only a minor proportion of material in the size range
50-90 nm.

The detailed size distribution spectrum (see Figure 4.19) shows a nonsymmetric
particle size distribution typical of a random process of particle formation and may
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Figure 419 Particle size distribution of the y-Fe,O; powder product shown in Figure 4.18. The
nonsymmetric particle size distribution is typical of synthesis methods based on purely random
processes [12].
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be fitted with a log-normal distribution function. Taken together, Figures 4.18 and
4.19 demonstrate the potential of the laser ablation process for nonagglomerated
materials, notably because it has no special precursor requirements.

4.5
Radio- and Microwave Plasma Processes

The processes of chemical and physical vapor synthesis, as well as laser ablation, are
nonbiased random processes; hence, the only means by which particle size and size
distribution can be influenced are the concentrations of active species in the gas, the
temperature, and, most importantly, the rapid cooling (quenching) of the gas after
leaving the reaction zone. This situation is entirely different from that of the
microwave plasma process, where the particles originating in the plasma zone
carry electric charges. As a consequence, even when the process itself remains
random, the probability for coagulation and agglomeration is significantly altered, as
the collision parameter decreases with increasing particle size. These effects are
based on considerations leading to Egs. (4.6)—(4.9) and Figure 4.4a and b. Vollath
et al. [3,13,14] developed a microwave plasma process for the synthesis of nano-
particles by exploiting the benefits of charged particles, as high production rates of
unagglomerated particles and narrow particle size distribution are in contradiction
to the classical processes of gas-phase synthesis.

In order to understand the special properties of the microwave plasma process, it
is first necessary to analyze the energy transfer in a microwave plasma. The energy U
transferred to a particle with the electric charge Q in an oscillating electrical field is
inversely proportional to the mass of the particle m and the squared frequency fof
the electrical field:

U2 (4.18)

mf*

As the mass of the electrons is a few thousand times smaller than that of the ions,
a substantially larger amount of energy is transferred to the electrons, as compared
to the energy transferred to the ions. While Eq. (4.18) is valid for one charged particle
in an oscillating electrical field, in a plasma environment one finds free electrons,
ions, dissociated gas, and precursor molecules in addition to neutral gas species.
Therefore, collisions between charged and uncharged particles limit the mean free
path of the charged particles accelerated in the electric field, ruling the energy
transfer to the particles. Consequently, the collision frequency z of the gas species
must be considered [15]:

Q z
O(E ) )
f 4z

(4.19)

Equation (4.19) does not alter the mass relationship of the energy transfer, but it
does show the reduction in energy transfer to the charged particles by collision with
other neutral species. Equation (4.19) introduces a dependency of the collision
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Figure 4.20 Energy transferred in a microwave plasma to an electrically charged particle as a
function of the collision frequency and microwave frequency. The maximum energy is transferred
when the collision frequency is equal to the microwave frequency.

frequency z in the plasma, depending essentially on the gas pressure. The free path
length A of the electrons now limits the maximum energy U, to be transferred in
an electric field with the field strength E:

Umax = QAE (4.20)

As the strength of the electric field in a resonant microwave cavity (as applied to
microwave plasma synthesis) is significantly above 10* V cm ™", the energy trans-
ferred to an electron, depending on the gas pressure, may be in the range up to kilo
electron volts. The energy transferred to a charged particle is a function of the
collision frequency z that is proportional to the gas pressure. A detailed analysis of
Eq. (4.19) reveals a maximum energy transfer in the resonant case f = z. For z < f,
the energy transfer increases, whereas for z > f the energy transfer decreases with
increasing gas pressure (see Figure 4.20).

In order to calculate the energy transferred to the free electrons, it is necessary to
estimate the mean free path length of the free electrons; the results of such an
estimation, assuming argon as the gas species, are shown in Figure 4.21.

Within the range of gas pressures usually applied for microwave plasma synthe-
sis, the mean free path length for free electrons may be in the range of 107> to
10 ?m, leading to an energy of the electrons ranging from a few electron volts
to more than 10keV. The energy transferred to the ions is, at maximum, close to
100 meV, which is significantly above the thermal mean value. In all cases, the
electrons gain sufficient energy to ionize the gas and precursor molecules, and/or to
dissociate the latter.

Therefore, a microwave plasma is a nonequilibrium system, where the energy is
deposited primarily to the electrons. The “temperature” of the electron is signifi-
cantly higher than that of the ions or other charged species. Uncharged particles
have the lowest temperature in the system, which is why the overall temperature of a
microwave plasma is significantly lower than that in an alternating current (AC) or
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Figure 4.21 Estimated values for the mean free path length of free electrons as a function of the
argon gas pressure.

direct current (DC) plasma, where temperatures of up to 10*K are observed. By
using the appropriate controls, the temperature in the microwave plasma process
can be adjusted within the range from 400 to 1200 K.

Figure 4.22 displays the energy transferred in a plasma to charged particles as
function of the collision frequency z (see Eq. (4.19)). In this graph, three ranges are
marked. In range I, the energy of the electrons is very high; it is that high that the
electrons ionize the particles. Hence, the particles carry positive charges. In range
IT1, the energy of the electrons is in the range of a few electron volts. These electrons
carrying only a very low energy will attach at the surface of the particles. Conse-
quently, in this range, the particles carry negative charges. The ranges I and III have

Range | I 1l

/
/ 1\

3 [\

et [ 1\

st / \

5E/ \

2t/ \

log (collision frequency)

Figure 4.22 Energy transferred in a plasmato  at the surface of the particles, leading to
charged particles as function of the collision particles carrying negative charges. In range |l
frequency z, In range |, the energy of the particles carry positive or negative charges;
electrons is very high; therefore, they are able hence, the particles with charges of different
ionize the particles. Hence, the particles carry  sign attract each other, leading to additional
positive charges. In range Ill, the energy of the  agglomeration.

electrons is very low. These electrons will attach
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Figure 4.23 Set-up for particle synthesis using evaporated precursor into the plasma zone. The
the microwave plasma process. The microwave reaction product (nanoparticles) is collected
plasma is ignited in a reaction tube that passes after the reaction zone. Microwaves are coupled
a resonant microwave cavity. A carrier gas into the device with the waveguide.

containing the reaction gas transports an

one thing in common — the particles carry only charges of one sign; therefore, they
repel each other. In range II, particles carry positive or negative charges; hence,
particles carrying charges with different sign attract each other. This leads to
additional agglomeration. Particles with a narrow size distribution may be obtained
only in cases of extreme short residence times in the reaction zone and efficient
quenching processes after the reaction zone.

The layout of a microwave plasma system, working in range I, for nanoparticle
synthesis is shown in Figure 4.23. The central reaction tube is made from silica glass
(pure silica must be used to avoid parasitic absorption of the incoming microwaves),
and passes a resonant microwave cavity that is connected via a waveguide to the
microwave generator and the tuning system [13]. At each end of the cavity there is a
cut-off tube that attenuates the microwaves to avoid radiation leakage. The plasma is
ignited at the intersection of the reaction tube and the microwave cavity; this is the
zone where the reaction occurs. The evaporated precursor is introduced into the
system via a stream of mixed carrier and reaction gases. Usually, the gas flow is
selected so that the residence time of the particles in the reaction zone is less than
10ms, while the gas pressure is selected in a range from 500 to 10*Pa and the
temperature is adjusted from 400 to 800 K. The so-called “kitchen frequency” of
2.45 GHz is most often used as a microwave frequency, although a frequency of
0.915 GHz may also be applied.

The mechanism of nanoparticle formation in the microwave plasma differs from
that of chemical vapor synthesis in a tubular furnace, as the reactants are ionized and
dissociated. This also allows lower reaction temperatures.

In general, the chemical reactions are the same as in a conventional furnace, albeit
at a lower temperature. However, care must be taken that the reaction or reaction
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products do not neutralize the electrical charges of the particles. A typical example of
such an unfavorable reaction (e.g., for oxide synthesis) occurs after the addition of
water. As shown in Eq. (4.17), where a chloride is assumed as the precursor, in
conventional terms the addition of water shifts the equilibrium more towards the
oxide. However, in plasma environment water molecules dissociates and form H™
and OH™ ions, so that two additional reaction routes are possible:

(i) MeCl, + %02 + gHz - MeO,, + nHCl (4.21)

(i) MeCl, + (m+x)OH™ + (m+x)H =

MeO,, + xHCIO + (n — x)HCl + (m +x — g) H, (4.22)

where x is assumed to be much greater than n.
The addition of water has two effects:

® The consequent formation of hydrochloric acid (and possibly hypochlorous acid
(HCIO)), increases the reaction enthalpy, such that the temperature of the gas,
determined after passing the reaction zone, is generally higher.

® The electrical charges of the particles are quenched, so that particle growth is not
inhibited.

In detail, the positively charged particles are neutralized by collision with OH™
ions, thereby blocking the mechanism that limits particle growth by the following
process:

H,0 = H" + OH~

particlen+ 4+ nOH™ = (particle”* + nOH—)neutral (4.23)

The neutralized particles carry a hydroxide layer at the surface, so the production
of larger particles with a broad particle size distribution might also be expected. The
near-perfect narrow size distribution of ZrO, powder produced without water
addition, compared to the drastic effect of adding water to the reaction gas, under
otherwise similar condition, on the synthesis product are shown in Figure 4.24a
and b, respectively. The zirconia specimen produced without water addition showed
a grain size of approximately 8 nm and most of the grains were of equal size. In
contrast, the material produced with added water was characterized by a broad
distribution of particle sizes, ranging from 10 to 50 nm. Such a dramatic difference
between these two batches of the same material clearly demonstrated the validity of
this simple model.

The narrow size distribution of particles shown in Figure 4.24a is characteristic of
the microwave plasma process working in range I and also occurs with smaller
particles. An example of the particle size distribution of a ZrO, powder (mean
particle size about 3 nm; distribution determined using particle mass spectrometry)
is shown in Figure 4.25.

Interestingly, the particle size distribution in Figure 4.25 was extremely narrow
(maximum 3.1 nm) when compared to the values shown in Figures 4.8 and 4.19.
Despite the narrow size distribution, the distribution function remained
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with

Figure 4.24 Electron micrographs of zirconia ~ product obtained in the presence of water; the
powders synthesized using the microwave size-limiting effect of particle charging is lost, as
plasma process from ZrCl, under different the positively particles are neutralized by OH™
conditions [1]. (a) ZrO, product obtained in the radicals derived from the dissociated water.
absence of water; note the size-limiting effect of (Reproduced with permission by Springer.)
particle charging during synthesis. (b) ZrO,

asymmetric, there being few large particles in the system, which indicated that the
particles had grown by a process of random collisions. Although a particle size of
3nm is extremely small, the smallest oxide particles produced in the microwave
plasma process are approximately 2 nm.

Very similar results are obtained when synthesizing nitrides, which, in general,
are well crystallized and show a narrow particle size distribution. ZrN prepared
using ZrCly as the precursor and a mixture of N, and NHj as the carrier and reaction
gases, respectively, is illustrated in Figure 4.26.
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Figure 4.25 Particle size distribution of zirconia powder synthesized using the microwave
plasma process. Data were measured online during synthesis using particle-sizing spectrometry
(Roth, University of Duisburg-Essen, private communication).
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Figure 4.26 Zirconium nitride (ZrN) particles lattice fringes visible within some particles

(from ZrCl,) synthesized in a microwave indicate well-crystallized material. As with oxides,
plasma. A mixture of N, and NH; was applied  the particle size distribution is very narrow [16]
as carrier and reaction gas, respectively. The (Reproduced with permission by Elsevier).

Many systems using radiofrequency (RF) working in range II are described in the
literature. In general, they deliver products with relatively broad particle size
distribution. A very special system, powered with RF, which works in range III
was described by Buss [17] and later by Matsui [18]. The basic design of such a
system is sketched in Figure 4.27.

The system as depicted in Figure 4.27 consists of a reaction tube containing two
gas-permeable electrodes. The gas pressure is adjusted in such a way that there are
only unipolar charged particles in the system. This is possible because the energy of
the electrons is only 3 eV. Therefore, the electrons are unable to ionize the particles;
rather, they attach at the surface of the particles. As the particles are charged
unipolar, products obtained excel with quite a narrow particle size distribution. The

input precursor

reaction and carrier gas
tube Ty
permeable ﬂ
electrodes

RF generator

to pumping system
and powder collection

Figure 4.27 Capacitive coupled pulsed RF system to synthesize nanopowders. When power is
“on” the particles, kept in between the permeable electrodes, are nucleated and grow. During the
“off” time, the particles are transported out of the reaction zone [18].
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Figure 4.28 Influence of the power “on” time (“plasma pulse duration”) in an apparatus
according to Figure 4.27 on the mean particle size of the product [18].

RF power applied to the electrodes is pulsed; the pulse length ranges from a few
tenths of a second up to 30s.

During synthesis there is a steady flow of gas, consisting of the carrier gas and the
evaporated precursor, through the reaction zone (i.e., the space between the two gas-
permeable electrodes). When RF power is “on,” the particles stay fixed in the
reaction zone and grow. After switching RF power “off,” the particles are blown out
from the reaction zone and collected outside of the reaction zone. The experimental
relation between particle size and pulse length is shown in Figure 4.28. In
Figure 4.28, it is obvious that the particle size increases with increasing pulse length.

An electron micrograph of a typical product, hard magnetic FePt particles,
obtained by this process is shown in Figure 4.29. The particles, collected on a
holey carbon film, are very uniform in size. Hypothetically, however, not realized
until now, it is possible to vary the evaporated precursor during the “on” phase of the
RF system. This would lead to multilayer particles, as they are used as multi-
functional nanocomposites.

Figure 4.29 Electron micrograph of a FePt powder with remarkably uniform particle size,
synthesized in an equipment according to Figure 4.27 [18]. (Reproduced with permission of Springer).
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4.6
Flame Aerosol Process

Among all of the processes used to produce nanoparticulate powders, the flame
aerosol process is the oldest. Additionally, it is the only one to be used for mass
production in the kiloton range. Although this well-established industrial process
has been used for many decades, the basic principles are still not well understood,
not least because the processes of powder synthesis and particle formation take place
at extremely high temperatures and over very short times.

Since prehistoric times, in China, carbon black (as a pigment for inks) has been
produced by flame aerosol processes, and today this same technology — or one of its
many variants —is still used to produce thousands of metric tons of carbon black, fumed
silica, and titania (TiO,) pigments. In addition, during recent years the application of
this process has been expanded to incorporate many highly specialized products (for
excellent reviews, see [19,20]). As the aerosol flame process has such along history and
broad application, many highly specific variants, leading to the production of particles
with different morphology, size, and crystallinity, have been developed.

In the simplest case, a flame reactor set-up is as shown in Figure 4.30a and b. The
flame reactor consists of a primary flame that is fueled with hydrogen, methane, or
another hydrocarbon fuel. In most cases, the gaseous fuel is premixed with oxygen or
air in the burner. In the case shown in Figure 4.30a, many small primary flames
surround the secondary flame, where the reaction for particle formation occurs. Both
Figure 4.30a and b demonstrate the synthesis of silica, and, therefore, silane (SiH,)
or silicon tetrachloride (SiCly) were selected as the precursor compounds. Reaction of

Cee particles ol
:...-A/ ..:: .
.:l. L : .0
precursor,
secondary flame carrier gas
primary flames _\
-+
| primary
flame
SiH,, Ar or
SiCl,, Ar
H,, O,, Ar mixture H, or CH,, O, | (b)
Figure 430 Typical arrangements for flame arrangement. (b) In this design, the vaporized
synthesis of nanoparticles. (a) Primary flames  precursor is introduced into the primary flame

surrounding a secondary flame, in which the for reaction.
powder is produced, characterize this
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the precursor with excess oxygen forms the secondary flame, while the particle size is
adjusted by diluting the precursor with an inert gas such as argon or nitrogen. Instead
of a gaseous or vaporized precursor, it is also possible to use liquid precursors, which
may be sprayed via a two-phase nozzle into the primary flame. Itis also possible to use a
premixed gas for the primary flame or as the spraying gas in a two-phase nozzle [21,22).

In order to obtain well reproducible results for this synthesis process, a stable
behavior of the flame is absolutely necessary. The appearance of a flame with
different additions of oxygen is shown in Figure 4.31; here, methane (1.41min ")
was used as the fuel and hexamethyl disiloxane (HMDSO; 2.91min™") as the
precursor to produce 17 g of silica per hour. With regard to oxygen additions,
two regimes are observed: (i) at low flow rates, the flame is unstable and fluctuating,
and (ii) with increasing oxygen additions, the flame is more stable and hotter. The
transition between these two ranges is clearly pronounced, especially in terms of the
particle size produced [23].

As mentioned above, the transition from a fluctuating to a stable flame is reflected
significantly in the particle size obtained by the process. The data in Figure 4.32
show clearly that there is a critical flow rate for oxygen (in this case 5.71min "),
although interestingly, the maximum particle size is observed at the transition. Over
the range characterized by a fluctuating flame, it is difficult to obtain either stable or
reproducible conditions and consequently such a range is avoided.

The oxygen content in the flame not only influences the average particle size but
also has a major influence on the morphology of the powder. There are two reasons
for this:

® Under otherwise constant conditions, with increasing the addition of oxygen to
the flame, the temperature of the flame increases.

(c)

Figure 431 Influence of different oxygen communication). (a) O, flow 2.5 min™"; the
additions on the appearance of a silica- flame was fluctuating; (b) O, flow 8.5 min™";
producing flame. For the synthesis of the flame was stable; (c) O, flow 24 Imin~"; the

17 gsilicah™, 2.9 min~" HMDSO was used as flame was the hottest. (Reproduced with
precursor and 1.4 | min™' methane as fuel 23]  permission by Elsevier).
(Pratsinis, ETH Zurich, private
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Figure 432 Silica particle size syntheses in flames and under the conditions shown in
Figure 4.31. Stable and reproducible particle production is difficult or barely possible in the region
marked “Fluctuating flame” [23].

® As the flow rate increases, the flame becomes shorter (see Figure 4.31) and,
therefore, the residence time of the powder particles in the flame is
shortened.

It is for the latter reason that the particle size decreases with increasing oxygen
addition, as is apparent in the micrographs shown in Figure 4.33.

200 nm
Figure 433 Electron micrographs of silica particle size. (b) O, addition 8.5 min~"; similar
powders produced with varying oxygen content  to (a), the particles were not agglomerated.
in the flame under otherwise constant Although the distribution of particle sizes
conditions. Conditions for synthesis were remained broad, the size of the largest particles
identical to those given in Figure 4.12 [23] was reduced. (c) O, addition 25 Imin~"; in
(Pratsinis, ETH Zurich, private contrast to the products depicted in (a) and (b),
communication). (a) O, addition 2.5 Imin~"; fractal agglomerates were formed; the particle
the product consisted of nonagglomerated size was quite uniform. (Reproduced with

particles, but with a broad distribution of permission by Elsevier).
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As the flame temperatures are high and the product, silica, is not crystallized, the
particles are spherical in shape and this is typical for all products produced by flame
synthesis. However, as the extent by which the flame shortens becomes correlated
with a reduced residence time at high temperature, the probability of forming fractal
agglomerates is increased. This can be clearly seen for the products shown in
Figure 4.33a and b, which consist of spherical particles with a broad size distribu-
tion; this contrasts with the particles in Figure 4.33c, which are clearly agglomerated
(typically, these are fractals). The change in synthesis conditions reflected in the
transition from Figure 4.33a to b leads to a reduction in the maximal particle size,
whereby conditions utilizing the largest oxygen supply will lead to small particles of
a uniform size.

The flame temperature used for a typical flame synthesis can be influenced by using
either air or pure oxygen as the oxidizing gas. The temperature distribution in the axis
of a flame is shown in Figure 4.34 and was obtained in an experiment to produce silica.
The primary flame used a premixed methane/air mixture, while HMDSO was selected
as the silicon-containing precursor. In Figure 4.34, temperature maxima in excess of
2400 K were achieved, at which many of the potential products had already melted,
especially when a particle size-dependent reduction of the melting point is taken into
consideration. In addition, the diffusion rate also increased exponentially with
temperature, thus favoring the formation of spherical particles.

The high flame temperature has a significant influence on the morphology of the
reaction product since, at high temperatures, the probability of forming agglom-
erates is very high. The formation of fractal or linear clusters was for a long time
synonymous with the structure of powders synthesized in flames. However, as
knowledge of the detailed processes occurring during particle formation by flame
synthesis was acquired, it became possible to tailor the reaction in order to obtain the
intended product [25]. A typical example of such tailored products is shown in
Figure 4.35, where TiO, particles made from TiCl, in a methane diffusion flame
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Figure 434 Temperature distribution in the axis of a silica-producing flame with pure oxygen or
air as oxidant. As expected, the temperature in the flame using pure oxygen was significantly
higher. HMDSO was used as silicon-containing precursor [24].
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Figure 435 Effect of oxidant composition on  (b) Oxygen as oxidant leads to higher flame
the morphology of TiO, powder (from TiCl,) temperature with consequent

[25] (Pratsinis, ETH Ziirich, private nonagglomerated, spherical particles.
communication). (a) A flame with air as oxidant (Reproduced with permission by The American
leads to the formation of aggregated particles.  Chemical Society).

reactor are depicted. Here, air or oxygen was used as the oxidant. The use of air as an
oxidant results in lower maximum temperatures and shorter flame heights as
compared to pure oxygen. The product obtained in the air flame (see Figure 4.35a)
shows the characteristic agglomerated product, whereas the higher temperature of
the oxygen flame resulted in nonagglomerated spherical titania particles (see
Figure 4.35b). When comparing these products with those depicted in Figure 4.34
it can be concluded that, in this instance, the residence time in the hot zone of the
flame is responsible for the different morphology of both products.

A series of systematic studies on the influence of the configuration for the
addition of precursor gas, fuel, and air on the morphology of the reaction product
using an experimental set-up (see Figure 4.36) led to important insights [26]. In the
example of the synthesis of TiO, from TiCl,, the basic configuration consisted of

A

Figure 436 Experimental configuration to study the influence of different modes of gas supply
on the morphology of the product [26].
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Table 4.1 Connection of different gases for the experimental configuration depicted in
Figure 4.36 and mean particle sizes of the products [26].

Configuration Connection of the different gases Average patrticle Micrograph
number size (nm) in Figure 4.37
A B C

1 TiCly, Ar, air — CH, 11 (a)

2 TiCl,, Ar Air  CH, 25 (b)

3 TiCl,, Ar CH, Air 80 ©

4 TiCl, Ar, — Air 105 )

CH,4

three concentric tubes that were each used in a different way to feed the system with
precursor, methane, and air. Additionally, the precursor was diluted using argon. In
all of these experiments, two parameters were held constant: (i) the innermost tube
was always used for the evaporated precursor and (ii) the amount of each gas species
was held constant. The different configurations and resultant mean particle sizes of
the products are listed in Table 4.1.

The micrographs in Figure 4.37a—d show the most important characteristics of the
products obtained in the four different configurations. Clearly, the smallest particle
size (about 10nm) was achieved in configuration 1, which was characterized by
maximal dilution of the precursor gas with air. Mixing the precursor with fuel gas led
to a maximal particle size of more than 100nm. As the temperature level in the
flame also controls particle growth, the highest temperature of the four configura-
tions explained the most extensive particle growth (see Figure 4.37c and d).

Additionally, when comparing configurations 2 and 3 it is clear that simply by
exchanging the gas connections between ports B and C, the mean particle size is
increased from 25 to 80 nm. The experiments leading to the products depicted in
Figure 4.37a—d indicate that, when setting up a flame synthesis plant, many
investigations are required to identify the configuration that will deliver exactly
the intended product.

As well as showing a tendency to deliver severely agglomerated products, one
significant disadvantage of the flame synthesis process is the broad distribution of
particle sizes and many studies have been conducted in attempts to minimize this
problem. One interesting approach has been to exploit the electrical charges of
particles to avoid their coagulation and agglomeration, as is used in the microwave
plasma process. Two such experimental set-ups are shown in Figure 4.38: in
Figure 4.38a the electric field is set up between two plate electrodes, whereas in
Figure 4.38b two needle electrodes are utilized, in the configuration shown. In both
the cases, the electrical field strength was similar, at less than 2kVcm™'. Both
arrangements led to a significant reduction in particle size with increasing strength
of the electrical field and the particle size distribution was also found to be narrower.

When analyzing the experimental set-ups shown in Figure 4.38 it is clear that the
field strength in the case of the plate electrodes is by far insufficient to ionize the gas
molecules or the particles. However, when considering the high temperatures in the
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| 100 nm

Figure 437 Morphology of TiO, products
obtained by flame synthesis in an experimental
device according to Figure 4.36. Details of gas
supply are listed in Table 4.1. The flow rates of
the gases were equal in all configurations [26].
(a) Configuration 1: at gas connection “A,” TiCl,
and air, diluted with Ar, were supplied. The fuel
gas, CH,4 was connected to “C.”

©

(@) (b)
Figure 4.38 Arrangements for powder
synthesis in a flame combined with a transverse
electrical field to avoid grain growth by
agglomeration. (a) The transverse electrical
field is set up between two plate electrodes; this
leads to a separation of particles with electrical
charges of different sign. As the particles repel

(b) Configuration 2: the fuel, CH,, was connected
to “C” and air to “B.” TiCl4 diluted with Ar was
supplied at connection “A.” (c) Configuration 3:
the connections of fuel and air were exchanged
compared to configuration 2. (d) Configuration 4:
the largest grain size was obtained by mixing the
fuel into the gas stream of TiCl, diluted with Ar.
(Reproduced with permission by Elsevier).

©)

each other, agglomeration is reduced. (b) The
corona discharge from the needle electrodes
placed on each side of the flame leads to an
emission of electrons that charge the particles
in the flame negatively. As all particles now carry
electrical charges of equal sign, they repel each
other; this avoids agglomeration.
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flame (about 2500 K), it may be assumed that thermal ionization of the particles has
occurred, or at least thermal ionization supported by the electrical field. In either case,
the particles carry electrical charges and, as the energy of the free electrons is relatively
small, an agglomeration at the uncharged particles is possible. Thus, it must be
assumed that the particles are carrying electrical charges of both signs. Particles with
electrical charges of different sign may be separated in the electrical field and move in
the direction of the different electrodes. This reduces the probability of agglomeration,
as particles with electrical charges of equal sign will repel each other. Certainly, an
increasing influence of the electric field with increasing field strength would be
expected and these results have been confirmed experimentally.

A somewhat different mechanism, albeit with similarly good results, would be
expected when using the experimental device shown in Figure 4.38b. Here, a corona
discharge emerges from the tips of the electrodes and the electrons emitted from the
cathode cross the flame. While passing through the flame, the electrons donate
negative charges to the particles such that a large proportion of them carry negative
electric charges that increase with increasing voltage between the two electrodes. As
the charged particles repel each other, particle growth by agglomeration is thwarted;
hence, the particle size of the product decreases in line with the increasing field
strength between the electrodes.

One good way to demonstrate the nature of the mechanism influencing the
electric field is by the shape of the flame. The shape of a flame without a transverse
electrical field is shown in Figure 4.39a, and that with an electrical field between the
plate electrodes or needles is shown in Figure 4.39b and c. The different shapes of
the flames are obvious; in the case of the plate electrodes the flame is seen to be

Figure 439 Shape of titania-producing flames  electrodes. Splitting of the flame is caused by
with and without a transversal electric field [27]  the attraction of different electrically charged
(Pratsinis, ETH Zurich, private particles by the electrodes. (c) A transverse
communication). (a) The electrical field is electric field of 2kV cm™" between the needle
switched off. (b) A transverse electrical field of  electrodes. (Reproduced with permission by
2kVem™'is applied between the plate Elsevier).
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Figure 4.40 Flame synthesis of titania between plate electrodes. The flame is broadened and split
up by the electrical field. The different electrically charged particles are then attracted by the plate
electrodes and deposited [27] (Reproduced with permission by Elsevier.)

separated into two parts, reflecting the attraction of the electrodes to the charged
particles. This is not apparent in the case of the needle electrodes.

When considering particle size as a function of the two-electrode arrangements,
the differences in the way that the two arrangements function become clear. The
separation of differently charged particles begins at relatively low voltages, whereas
the arrangement with needle electrodes becomes active only after the electrical field
strength has reached a level where the cathode emits electrons into the system. Due
to the relatively short extension of the electrical field in the length axis of the flame,
the separation effects, as found between the plates, show no significant influence.
Direct proof of this is provided by the way that the electrically charged particles are
pulled out of the flame by the electrical field. The experimental arrangement detailed
in Figure 4.38a is illustrated in Figure 4.40, from which it is clear that the flame is
separated in the electric field while the electrodes become covered with particles.

When electrically charged particles are pulled from the flame by the electrical field
between the electrodes (see Figure 4.40), the particles are deposited on the surface of
the cold electrodes. The thickness of the particle furring on both electrodes is very
similar, which indicates not only an equilibrium of electrically charged particles in
the flame, but also that thermal ionization processes are occurring.

As a further example of the success of this experimental strategy, the average grain
size of powders obtained in a device using plate and needle electrodes was examined
as a function of the electric field strength (see Figure 4.41). Here, the different
phenomena acting in the two experimental set-ups are clearly visible. In the case of
plate electrodes, the separation of the particles with opposite charges begins at
relatively low electrical field strengths and increases significantly with increasing
strength of the electrical field. This is different for the needle electrodes, where a
significant effect begins at an electrical field strength of approximately 0.8 kVem ™,
where electron emission (a corona discharge) begins at the needle connected to the
negative pole. However, with increasing intensity of the corona discharge, the effect
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Figure 4.41 Synthesis of TiO, (from TiCl,) ina differently charged particles begins at a

methane/oxygen flame with a transverse relatively low electric field strength. Between the
electrical field: dependency of particle size on needle electrodes, the intended effect starts at
electrical field strength between two plate or an electrical field strength where electron
needle electrodes in an experimental emission begins at the tip of the negative

arrangement according to Figure 4.39aand b.  needle [28,29].
Between the plate electrodes, the separation of

of the electrical field on the particle size increases, as does the probability of charging
the particles. Compared to the plate electrodes, the field effect for needle electrodes
is less pronounced for two reasons: (i) in contrast to the plate electrodes the field
influences only a small part of the flame and (ii) field separation of the particles is not
observed at lower voltages. Furthermore, from thermal ionization studies (as shown
clearly in Figure 4.40), equal numbers of positively and negatively charged particles
are formed. Hence, the positively charged particles are first neutralized and then
negatively charged, which reduces the efficiency of this design.

Three micrographs of products synthesized in an experimental device with a
transverse electrical field between two plate electrodes, according to Figure 4.38a, are
shown in Figure 4.42. The powders of TiO, (from TiCl,) were produced in a
premixed methane/oxygen flame with electric fields of 0, 1.4, and 1.6kVcem ™. As
may be seen in Figure 4.42a—c, the size of the particles and the degree of
agglomeration decreases with increasing strength of the electrical field.

The average particle sizes shown in Figure 4.41, together with the micrographs
depicted in Figure 4.42a—c, show that the flame synthesis process that until now has
been applied primarily to the production of huge quantities of inexpensive materials
has — especially in combination with a transverse electrical field — the potential to
produce highly sophisticated materials with small particle sizes and a low degree of
agglomeration, and with a relatively narrow particle size distribution. Moreover,
these products closely resemble those obtained using the microwave plasma
processes.

Flame synthesis has many more additional variants, one of which may be applied
to burnable organic liquids instead of gaseous fuels. The precursor is dissolved in
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Figure 4.42 Titania particles made from TiCl,  1.4kVcm ™', as compared to (a); a reduced
in a premixed methane/oxygen flame assisted  particle size and a narrower size distribution
by an electrical field between plate electrodes were observed. (c) Product obtained by

across the flame according to Figure 4.35a [27]  applying an electrical field of 1.6kVecm ™,

(Pratsinis, ETH Zirich, private compared to (a) and (b), the smallest particle
communication). (a) Reference material size and least degree of agglomeration were
obtained without an electrical field. (b) Product observed. This product had the narrowest
obtained by applying an electrical field of particle size distribution.

the liquid fuel, with typical examples being solutions of water-free chlorides in
acetonitrile (CH3CN) or solutions of acetylacetonates (e.g., (CsHgO,)3Al) in appro-
priate organic solvents. The selection of an organic solvent may be problematic, as
the compounds selected should not have the propensity to produce soot. Therefore,
the use of benzene should be avoided, although mixtures of benzene and ethanol
have been applied with reasonable success.

4.7
Synthesis of Coated Particles

Many applications of nanomaterials require the use of nanocomposites. The
impossibility of obtaining well-distributed nanocomposites simply by blending
processes led to the development of coated nanoparticles. The aims of coating
may be manifold: in the simplest case, the coating serves simply as a second phase to
dilute the nanoparticles; typical applications include the addition of ceramic nano-
particles to adjust the refractive index or improve the mechanical properties of a
polymer. A directly related case, although much more sophisticated, is to use a
coating as a distance holder to adjust particle interactions; this may be used in
connection with magnetic nanoparticles. Finally, the most advanced case is to design
coatings (or combinations of different coatings) to add additional properties to the
particles; here, the most advanced examples include bifunctional particles [30], such
as magnetic particles with luminescent coatings or similar constructs.

The processes used for particle coating must fulfill a series of requirements. The
first and most important point is that the particles remain individualized and are not
agglomerated. As explained above, this requires either extremely low particle
concentrations in the gas atmosphere or particles that carry electrical charges of
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Figure 4.43 Set-up used to synthesize ceramic-coated ceramic nanoparticles in a microwave
plasma. This was the first design to allow the production of significant quantities of coated
nanoparticles [28,29].

equal sign. Additionally, the temperature in the coating step must be sufficiently low
so as not to destroy the matter used for coating. This condition is of particular
importance when the coating consists of organic compounds.

Pioneering studies on the synthesis of coated nanoparticles were conducted in
connection with the microwave plasma process [31,32]. A set-up used to produce
ceramic-coated nanoparticles using the microwave plasma process is shown in
Figure 4.43. The system consists of two subsequently arranged microwave cavities
and a reaction tube passing through both cavities. The reaction is carried out in the
microwave plasma at the intersections between the reaction tube and the microwave
cavities. As shown above (see Section 4.5), the particles leave the reaction zone with a
positive electric charge.

Successful coating of particles requires the latter to be electrically charged.
However, after leaving the reaction zone, the free electrons rapidly lose their energy
by collision with other particles. At each collision with a gas atom, a free electron
loses between 10 and 15 eV; hence, assuming that the energy of a free electron is in
the range of 10* eV in the plasma, an electron requires approximately 10* collisions
until its energy is sufficiently small so as not to ionize the particles further, but to
compensate the positive electrical charge. Unfortunately, as the electrons move in all
directions it is not a simple task to estimate the maximum distance where a
significant number of particles will remain charged. In order to obtain a significant
amount of nonagglomerated particles from the first reaction zone to the second
zone, the distance between both reaction zones should so small as to have fewer than
approximately 10° collisions of the electrons. Based on the data in Figure 4.22 it is
clear that the free path length of an electron decreases significantly with increasing
gas pressure; hence, the gas pressure in the system should be maintained as low as
possible. Usually, a gas pressure below 2 x 10* Pa allows a distance between the two
reaction zones of up to 50 cm.
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Figure 4.44 Zirconia particle coated with alumina coating is amorphous and therefore
alumina; this material was produced using the  appears structureless in the electron

microwave plasma process shown in Figure micrograph. The facetted edges of the core
4.43. The zirconia core is perfectly crystallized,  particle are rounded to minimize surface energy
as may be seen by the lattice fringes. The [33]. (Reproduced with permission by Elsevier).

A zirconia particle coated with alumina, and produced by the microwave plasma
process, is shown in Figures 2.9 and 4.44. The particle which is visible in the center
of Figure 2.9 is typically an agglomeration between a larger a smaller particle, while
the other particles seem to be nonagglomerated. The thickness of the amorphous
alumina coating is between 1.5 and 2nm; the zirconia core is crystallized. The
nonspherical shape of the particle depicted in Figure 4.44 may also be caused by
the agglomeration of two particles, and the thickness of the coating of this particle
ranges between 0.2 and 0.5 nm. As can be seen by the lattice fringes, the zirconia
core is perfectly crystallized, whereas the alumina coating is amorphous.

Instead of using two microwave cavities to generate a plasma, it is also possible to
use two successive tubular furnaces, although by doing this one loses the advantage
of nonagglomerated particles. As a consequence, such a system will coat clusters of
particles rather than isolated particles. An example of such a product — a sintered
agglomerate of zirconia that is coated with a few tenths of a nanometer of alumina —
is shown in Figure 4.45. It is also remarkable that the coating is not of equal
thickness around the particle, although this may have been caused by the high
temperature leading to high mobility of the atoms at the surface during synthesis. As
the particle is facetted, such a coating with different thickness, leading to rounded
edges, is necessary in order to minimize the surface energy of the amorphous
alumina. A similar, further-reaching, observation is provided in Chapter 3.

The device displayed in Figure 4.43 is used not only to produce ceramic coatings
on ceramic particles, but also to obtain metallic coatings at the surface of ceramic
particles. Unfortunately, however, if these layers are to be thin this is an impossible
task, because the surface energy forces the metal layer to form small isolated clusters
at the particle surface. Certainly, as the synthesis of oxide kernels requires an
oxidizing atmosphere, this is possible only with noble metals, such as gold or
platinum. A titania particle with a diameter of approximately 12nm is shown in
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Figure 4.45 Electron micrograph of an [34]. As in Figure 4.44, the kernel was
agglomeration of zirconia particles coated with  crystallized and the coating amorphous.
alumina. This material was produced in a (Reproduced by permission of John Wiley &

conventional arrangement of tubular furnaces  Sons).

Figure 4.46; here, the dark dots present at the surface of the particle consist of
platinum particles with diameters ranging between 2 and 3nm. The decorated
particles in Figure 4.46 were produced using the microwave plasma process, with
platinum carbonyl chloride (Pt(CO)Cl,) as the precursor. Materials such as transi-
tion metal oxide particles decorated with platinum or gold have been proven to serve
as highly active catalysts that begin to function at relatively low temperatures.

In addition to coating oxide nanoparticles with an inorganic material, their coating
with organic compounds is of major importance. Such coating may be performed
with a polymer or a functional organic molecule (e.g., a luminescent compound).
The coating of particles with organic matter requires temperatures that are suffi-
ciently low so as not to destroy the molecules. The stability of the organic
compounds in the oxidizing atmosphere, when coating an oxide, must also be

Figure 4.46 Titania particle decorated with forms clusters rather than continuous coatings
platinum clusters; this material was synthesized at the surfaces of oxide particles, it is also
using the microwave plasma process. Although, possible to produce thick coatings (Vollath and
due to the high interface energy, platinum Szabd, KIT, Germany; unpublished results).
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Figure 4.47 Arrangement for the synthesis of nanoparticles coated with organic molecules. It is
necessary to maintain low temperatures; hence, the ceramic core should be produced using the
microwave plasma process [35].

taken into account. Therefore, except for very few exceptions, the in situ coating of
oxide particles is possible only by using the microwave plasma process. A set-up for
the synthesis of organically coated nanoparticles is shown in Figure 4.47.

In order to coat oxide particles with a polymer, the particles are first synthesized in
the microwave plasma region and the organic precursor is added after the cut-off
tube. To obtain a polymer, the corresponding monomer or an easily evaporating
oligomer is added. The temperature in the system is selected in such a way that the
condensation of these organic precursor molecules at the surface of the nanoparticle
is possible. To obtain the correct temperature and to avoid particle losses by
thermophoresis, the condensation zone is heated with a tubular furnace or an
alternative heating system. Then, provided that the compounds are selected cor-
rectly, under the influence of temperature and ultraviolet (UV) radiation from the
microwave plasma, the monomer at the surface of the nanoparticles will polymerize.
In addition, in many cases the organic compounds react with the particle to form

Figure 4.48 Iron oxide nanoparticle coated with PMMA. This composite was produced using a
set-up as shown in Figure 4.47. The dark core is the iron oxide kernel [36]. (Reproduced with
permission by Elsevier).
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one huge molecule consisting of the particle and the polymer coating, a mechanism
that alters the properties of the particles and the polymer molecules dramatically.
These new giant molecules have new (e.g., optical) properties, which are impor-
tant for many applications. The details of the interaction between oxide nano-
particles and poly(methyl methacrylate) (PMMA) at the surface are explained in
Chapter 9.

An iron oxide particle coated with PMMA is shown in Figure 4.48, where the
Fe, 05 particle has a diameter of 6-7 nm and the coating thickness is 3—4 nm. This
thickness was selected to obtain a useful contrast in the electron microscope.
Thinner coatings, as are used for technical applications of superparamagnetic
iron oxide particles, provide such a poor contrast for electron microscopy that
the coating is more or less invisible. The device shown in Figure 4.47 may be set up
with more than one stage for coating; for example, it may be possible to make a first
coating of a luminescent material and a second coating of a polymeric organic layer
for protection [1]. The development of particles on which two or more functional
coatings may be combined is detailed in Chapter 9.
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5
Nanotubes, Nanorods, and Nanoplates

5.1
General Considerations

Nanotubes, nanorods, and nanoplates are frequently observed. While nanotubes
and nanorods are often referred to as one-dimensional nanoparticles, nanoparticles
and fullerenes, in contrast, are generally denominated as zero-dimensional struc-
tures. Consequently, nanoplates, in particular graphenes, could be considered as two-
dimensional nanoparticles. Although, nanorods and nanoplates are often found as
more or less spherical or facetted particles, their one- or two-dimensionality is clearly
visible. Notably, as very few routes of synthesis are available for the preferential
delivery of aggregates that are not zero-dimensional, interest has centered on these
specially shaped nanoparticles and continues to be promoted by the wide range of
interesting physical properties associated with these structures.

A typical example of nanorods (in this case ZnO) is shown in Figure 5.1. These
rods are over 5 um long (most are about 15 um long), with diameters ranging from
120 to 140nm, and are clearly separated. (According to the definitions of nano-
materials, rods with linear dimensions over 100 nm are, strictly speaking, no longer
nanomaterials. However, the perfection of this micrograph guaranteed its selection
as an example.) The most important point is that a bulb is visible on one end of most
particles, this being typical of the synthesis process via the gas phase.

ZnO nanoparticles and nanorods are of special interest because of their excellent
luminescence properties in ultraviolet (UV) light. The intensity of the UV emission
line that is found in the wavelength range from 380 to 390 nm of the nanorods as a
function of the intensity of the excitatory light as shown in Figure 5.1 can be clearly
seen in Figure 5.2.

The graph in which luminescence intensity is plotted against pumping power
(= intensity of the exciting light) (Figure 5.2) is of special interest, since above a
pumping power of 600 kW cm 2 is stimulated emission observed rather than only
luminescence, as the ZnO nanorods act as lasers. In fact, this is one reason why
nanorods are of special importance. In this example, the excitation power for
conventional luminescence ranges from about 200 to 600kWcm 2 and this is
demonstrated graphically in the insert of Figure 5.2.

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 5.1 Secondary electron micrograph of ~ show a, possibly metallic, bulge, which is typical
ZnO nanorods [1]. These nanorods have lengths  of synthesis via a gas-phase route. (Reproduced
of about 15 um and diameters ranging from 120 by permission of Springer.)

to 140 nm. At one end, most of the nanorods

An example of nanoplates (in this case gold nanoplates) is shown in Figure 5.3a.
The size of these platelets is approximately 400 nm in the plane and their thickness
ranges from 25 to 60 nm. As can be seen from the hexagonal shape of the platelets,
the nanoplates have a single orientation with the [111] direction perpendicular to the
plane. This is also clearly visible in the electron diffraction pattern (Figure 5.3D),
which shows the [111] reflexes as the most intensive. This example is of special
interest because gold crystallizes in a cubic structure and therefore cubes rather than
platelets would be expected. However, the synthesis process applied in this case was
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Figure 5.2 Luminescence and lasing intensity ~ action is observed. The range of conventional
of the ZnO nanorods depicted in Figure 5.1[1].  luminescence starts at about 200 kW cm 2.

At low intensities of the exciting light, the (The range of conventional emission is depicted
nanorods show luminescence. At pumping in the inset.)

powers above 600 kW cm ™2, an onset of laser
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- L
Figure 5.3 Gold platelets. The hexagonal hexagonal symmetry of the diffraction pattern
shape is obtained by adding indicates that the [111] direction of the platelets
polyvinylpyrrolidone to the solution from which ~ was perpendicular to the faces of the platelet; in
the platelets are precipitated [2]. (a) Electron other words, the electron beam was exactly
micrograph of the gold platelets; these are parallel to the [111] direction. (Reproduced with
about 400 nm wide, with thickness ranging permission by The American Institute of
from 25 to 60 nm. (b) Electron diffraction Physics.)

pattern of a gold platelet as shown in (a). The

in aqueous solution, and the size and shape of the gold platelets were controlled by
the addition of polyvinylpyrrolidone in different quantities. The application of other
organic agents may also lead to the formation of nanorods.

The nanoplates shown in Figure 5.3a are almost atomic flat. The root-mean-
square roughness of the gold nanoplates, when measured with an atomic force
microscope, is approximately 0.24 nm (this should be compared with the diameter
of a gold atom, which is 0.29 nm). Plates, as described above, represent a precious
commodity for nanotechnology and they are applied for the manufacture of many
small devices. The example in Figure 5.4 is of a nanogearwheel made from such gold
platelets by using electron beam nanolithography.

Figure 5.4 Nanometer-sized gearwheel made from a gold platelet as shown in Figure 5.3a [2].
This gearwheel has a diameter of 300 nm and was produced using electron lithography.
(Reproduced with permission by The American Institute of Physics.)
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100 nm

Figure 5.5 Electron micrograph of hexagonal  obtained by adding surfactants to the solution
CuFe, 0O, platelets. Copper ferrite crystallizes in  from which the ferrite is precipitated [3].

the cubic spinel structure; the hexagonal shape, (Reproduced with permission by Elsevier.)
deviating from the expected cubic form, is

A further example of nanoplates displaying a ceramic material is shown in
Figure 5.5. Here, hexagonal platelets of CuFe,0, [3] are crystallized in the cubic
spinel structure. This copper ferrite is ferrimagnetic with a relatively low energy of
anisotropy. As the magnetic properties of materials depend heavily on the anisot-
ropy of the particles, the ability to produce magnetic particles in different shapes,
especially for hard magnetic compounds, is essential. As in the case of gold
platelets, the deviation from a cubic shape for the particles was achieved by using
properly selected surfactants in the chemical process for synthesis. The change in
particle shape from quadratic (as expected for this cubic material) to hexagonal was
achieved by adding sodium dodecylbenzenesulfonate and toluene to the solution
from which the particles were precipitated. The addition of different amounts of
poly(ethylene glycol) (PEG) changes the shape from plate to rod.

The hexagonal CuFe,0, platelets have a lateral size close to 100 nm (details of the
thickness were not provided). Apart from some contamination at the surface, the
electron micrograph conveys the impression of extreme smoothness. This is not
surprising, as any imperfection of the faces increases the surface area; hence, the
energy of the surface.

Initially, it may seem astonishing that nanotubes, nanorods, nanoplates, and other
particles with similar nonspherical shapes are thermodynamically stable. Even for
facetted particles, intuitively, one expects the shape of the particles to be not too
distant from that of a sphere. However, there are thermodynamically well-founded
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reasons for the existence of nanoparticles with shapes far from spherical. Apart from
the highly specific methods of synthesis that result in such nanostructures, three
major reasons can be proposed for the existence of stable nanotubes and nanorods;
these are discussed in the following subsections.

5.1.1
Conditions for the Formation of Rods and Plates

The first point for discussion is the influence of surface energy. For nonspherical
nanostructures, this is especially important in the case of anisotropic (noncubic)
structures. For reasons of simplicity, and without any loss of generality, tetragonal
bodies with the sides a and ¢, and surface energies y, and vy, are assumed. The
surface energy ug,s of such a prism is:

Usurt = 4y ,0¢ + 2y .02 (5.1)
By assuming a constant volume v:
2 v v 2
v=a c:>c:;=>usurf =4Vaa+2yca

a minimum of surface energy is found by the condition:

OUgurt v
6511;1' = 74)/11; + 4'}/661 = 74'}/110 + 4)’5“’ =0

This leads to the important relationship:

Ya _ 8 (5.2)

yC c
Equation (5.2) states that the ratio of the sides of a tetragonal prism is equal to
the ratio of the surface energies. Lastly, this is the thermodynamic basis for the
formation of nanorods or nanoplates. In the case of y, =y, which is to be
expected in cubic structures, one obtains a = ¢ (i.e., a cube). The derivation is
practically identical for hexagonal structures. However, it must be noted that, by
attaching surface-active compounds, the surface energy of lattice planes may be
modified in such a way as to influence the habitus of nanoparticles in a
significant manner; this is used widely in the synthesis of nonspherical
nanoparticles.

The next question to be answered in this context is the geometry of the minimum
surface energy of agglomerates. Again, using the example of a prism, the question to
be asked is: “Which of the configurations depicted in Figure 5.6 has the least surface
energy?”

The configuration according to Figure 5.6a has a surface energy of:

ug = 8y,ac + 2y,a? (5.3)
Analogously, for the arrangement depicted in Figure 5.6b:

up = Gy, ac + 4y a® (5.4)
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(@) (b)

Figure 5.6 Two possibilities of combining two tetragonal prisms to a new form: (a) prisms
connected at the end faces and (b) prisms connected at the lateral faces.

By comparing Eqs. (5.3) and (5.4), one obtains for the stability condition of
arrangement (a):
2 2 _ Ve Vo _ 9
8y.ac+ 2y.a° < 6y,ac+ 4y a° = v a <1l or %< - (5.5a)
c [4

Equation (5.5a) is, lastly, equivalent to Eq. (5.2). A system fulfilling Eq. (5.5a) leads to
the formation of rods. For the case drawn in Figure 5.6b, one obtains analogously:

Ya (5.5b)
Ve €

The agglomeration of particles of a compound fulfilling the condition in Eq. (5.5b)

will result in growing platelets.

Simply speaking, agglomerates of nanorods reduce their surface energy by increasing
theiraspectratioand, in the case of nanoplates, the surface energyis reduced by decreasing
the aspect ratio. In both cases, the character of being a rod or a plate will be enhanced.

The mechanisms described above are valid for “clean” surfaces only (these are
surfaces that are not modified by contaminants or functionalization). As noted
above, by correctly selecting surface-active molecules it is possible to grow rods or
plates even from isotropic materials. In this context, it should be noted that even
from gold, the existence of cubic material, nanorods, and nanoplates is well known
(see Figure 5.3).

5.1.2
Layered Structures

The second possibility of obtaining nanorods and nanotubes is related to layered
structures, where the crystal structure is built from layers held together with van der
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independent

lattice planes dangling

bonds

(@)

Figure 5.7 Layout of a particle that crystallizes ~ are not saturated. These dangling bonds

in a layered structure. (a) Particle set-up. (indicated by short lines) require additional
(b) One layer of a particle as depicted in (a). energy; hence, there is a strong tendency to
The bindings at the circumference of the layer  saturate these dangling bonds.

Waals forces rather than by electrostatic attraction. The general arrangement of
a particle crystallized in such a layered structure is shown schematically in
Figure 5.7a, where the layers are independent. At the circumference of each layer,
the bonds are not saturated (these “dangling bonds” are indicated in Figure 5.7b).
In crystals of conventional size, the excess energy caused by these dangling bonds is
negligible in comparison to the total energy. However, this is not the case for
nanoparticles of layered compounds, where the contribution of the dangling bonds
is significant and, therefore, the system will attempt to saturate them. During
synthesis, the most effective way of avoiding dangling bonds is simple curling of the
sheets to form cylinders — the nanotubes.

Based on this explanation, it is clear that all compounds that crystallize in layered
structures show a tendency to form nanotubes. Typical examples are boron nitride
(BN), WS,, MoS,, WSe,, MoSe,, and, most importantly, carbon. The formation of
nanotubes requires some time, but in situations where the time is insufficient the
particles will seek other possibilities to saturate dangling points. One such approach is
simply to join the ends of different particles, as shown in Figure 5.8. Here, three WS,
particles consisting only of a small number of lattice planes are joined together to
reduce the number of dangling bonds. Clearly, other types of closing dangling bonds
(e.g., fullerene-type particles) are also possible and these will be discussed below.

5.1.3
One-Dimensional Crystals

The third possibility of obtaining nanotubes is to use compounds that crystallize in
only one dimension. In theory, this is the most promising way to obtain long fibers,
but unfortunately the importance of this route is negligible as the numbers of
compounds coming into question is small. The most important class of one-
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Figure 5.8 Three small WS, particles, each consisting of only a few lattice planes, bound together
to saturate the dangling bonds at the circumference (Szabo and Vollath, KIT, Germany;
unpublished results).

dimensional compounds is in the class of silicates called allophanes. These are short-
range, ordered aluminosilicates that follow the chemical formula
Al,03:(Si0,),(H,0),, with 1.3 < x < 2 and 2.5 < y < 3. In most cases, allophanes
crystallize in tubes with diameters ranging from 2 to 5nm. To some extent, the
aluminum in allophanes may be replaced by iron, magnesium, or manganese.
These substitutions influence the diameter of the tube and the color of the material.

The most important compound in this context is imogolite, with an ideal compo-
sition of Al,SiO3(OH),. The ratio of silicon over aluminum is somewhat flexible and
can be used to adjust the tube diameter. Imogolite tubes with the ideal composition
are very narrow, with internal diameters of 1nm and external diameters of 2 nm.

The structure of imogolite (see Figure 5.9) is characterized by aluminum, silicon,
oxygen, and OH™ ions arranged in rings. This structure allows the addition of
organic molecules (to “functionalize”) at the surface.

Imogolite fibers synthesized using a wet-chemical process are shown in Fig-
ure 5.10. In this way, fiber bundles with different diameters can be created and the
extremely high aspect ratio is clearly apparent. The tubes may be up to a few
micrometers in length, and both natural and synthesized imogolite tubes form
bundles with diameters ranging from 5 to 30 nm. The surface area of imogolite has
been determined experimentally as being in the range of 1000 4 100 m? g~. The
Mohs hardness is quite low, ranging from 2 to 3. Although the geometry of the fibers
suggests a possible use as a filler in composite with polymer matrix, the relatively
poor strength of these fibers greatly limits the benefits of such composites.

It is possible to functionalize the surface of imogolite with organic molecules in
order to add new properties to the material. A typical example, reported by Lee et al.
[4], demonstrates the synthesis and functionalization of the surface with electrically
conductive polypyrole. The effect of surface functionalization with polypyrole on
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Figure 5.9 Arrangement of ions in imogolite [4]. It is possible to attach organic compounds at
the outer layer consisting of oxygen ions. The tube diameter can be adjusted by altering the
aluminum/silicon ratio. (Reproduced with permission by The Korean Chemical Society.)

electrical conductivity is demonstrated in Figure 5.11, which shows a clear increase
from 1.21 x 10~ S for the uncoated imogolite to 1.04 x 107° S for the polypyrole-
coated fibers. Even when the resistance of such wires is relatively high, the increase
in electrical conductivity by an order of magnitude promises many interesting
technical applications. The huge current density, which was applied to measure the
data depicted in Figure 5.11, of approximately 3 x 10'°Am ™% (=3 x 10* Amm %) is
remarkable. (It must be pointed out that, at this current density, the specimen was

Figure 5.10 Imogolite nanotubes as synthesized by Koenderink et al. [5]. The fibers form bundles
with diameters ranging from 5 to 30 nm. The fibers may be up to a few micrometers in length.
(Reproduced with permission by Elsevier.)
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Figure 5.11 Electrical properties of imogolite  current in the range of 1077 A at 0.1V is small,
coated with electrically conductive polypyrole.  the current density is, because of the small
These data are plotted in comparison to the diameter of the fibers, huge (in the range of a
current versus voltage dependency of the few 10"°Am™3).

uncoated imogolite fibers [4]. Even when the

not destroyed.) Taking only the cross-section of the conducting polypyrole molecules
into account, the current density is approximately one order of magnitude higher.

When comparing the three possibilities of one- and two-dimensional nano-
structures, those related to layered compounds are seen to be the most important.

5.2
Nanostructures Related to Compounds with Layered Structures

For small particles of compounds crystallizing in layered structures, a minimum
free energy can be achieved by reducing the number of dangling bonds by forming
tubes; nanotubes are observed especially with these types of compound. The most
prominent representative of this class of compounds is graphite, although nano-
tubes consisting of boron nitride (BN), the sulfides and selenides of molybdenum
and tungsten, as well as many other compounds, have also been identified.

5.2.1
Carbon Nanotubes and Graphene

In order to understand carbon nanotubes, it is essential first to discuss graphite and
fullerenes as special modifications of carbon. The modifications of a substance differ
in the ways in which the atoms are arranged and bond with each other, and so
different modifications will have different physical and chemical properties. For
example, graphite crystallizes in a layered hexagonal structure (see Figure 5.12) in
which each carbon atom is bound covalently to its three neighbors.
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Figure 5.12 Structure of graphite. Each layer ~ bonds are of the van der Waals type. At the
consists of interconnected hexagons with one  circumference of each layer, the bonds are not
carbon atom at each vertex. The bonding within saturated, as the number of neighbors is less
the layers is covalent; in between the layers, the than three.

Hence, only three of the four valences of the carbon atom are saturated. The fourth
electron of the atoms remains unbound and becomes delocalized across the
hexagonal atomic sheets of carbon. As these electrons are mobile, graphite shows
electrical conductivity within the layers; perpendicularly to the layers, graphite is an
insulator. Within the layers are strong covalent bonds, whereas in between the layers
are weak van der Waals bonds and, consequently, it is possible to cleave pieces of
monocrystalline graphite. These single layers of graphite are known as graphene, and
because of its structure and bonding graphene is often denominated as an infinitely
extended, two-dimensional aromatic compound. (The simplest aromatic compound
is benzene; this consists of one hexagon of carbon atoms, each connected to one
hydrogen atom.)

With respect to the bondings, this situation is depicted in Figure 5.13a. Figure
5.13a, showing one elementary hexagon and its first row of neighbors, clearly depicts
the interplay between single and double bonds. Boron nitride (BN) is isostructural
with graphite; however, with one important difference: in BN, one observes single
bonds only, as nitrogen as well as boron are both in their three valency state. Hence,
there are no free electrons, with the consequence that bulk BN is an isolator. (BN
nanotubes, however, are wide-band semiconductors.) In analogy to Figure 5.13a,
Figure 5.13b displays the elementary hexagon of BN and its first neighbors.

In the sense that graphene is a two-dimensional aromatic compound, fullerenes,
which also exist in the case of BN, are three-dimensional aromatics. Instead
of hexagons, fullerenes consist of a combination of hexagons and pentagons;
Figure 5.14 depicts one pentagon surrounded by five hexagons. As such an
arrangement leaves gaps between the hexagons, the closure of these (as indicated
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(b)

Figure 5.13 Structure elements of graphene (a) and boron nitride (BN) (b). In contrast to
graphene, BN has only single bonds.

by an arrow in Figure 5.14) leads to the formation of a three-dimensional structure.
This is the basic structural element of fullerenes.

By combining a larger number of these structures, spherical shapes are formed;
the existence of such polyhedrons was first predicted by the mathematician Euler. The
most common fullerene, and the first to be identified (by Kroto and Smalley, in 1985)
[6], consists of 60 carbon atoms (this is written as Cgo), with the molecular structure
comprising 12 pentagons and 20 hexagons. Many other fullerenes exist where the
number of vertices N (which, in the case of fullerenes is identical to the number of
carbon atoms) present in polyhedrons consisting of hexagons and pentagons follows

Figure 5.14 Five hexagons surrounding a pentagon. Closing the gaps between the hexagons
leads to a three-dimensional structure — the basic element of fullerenes.
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Figure 5.15 Two different fullerenes. The hexagons and pentagons — the constitutive elements of
fullerenes — can be seen easily in both models (http://www.jcrystal.com/steffenweber/pb/swpb2.
pdf). (a) Ceo fullerene. (b) Cyo fullerene. (Reproduced with permission by Steffen Weber.)

the simple formula: N =2(10+n),n € N; polyhedrons with n < 2 consist of
pentagons only. Therefore, the smallest fullerene should consist of 20 carbon
atoms. Those fullerenes are most stable, where each pentagon is surrounded by
hexagons only. In addition to Cg, the most important other fullerenes are C;0, C,
Cys, and Cgy. The appearances of Cg and Cyq are shown in Figure 5.14a and b.
Clearly, C4o resembles a soccer ball and therefore is often referred to as the “soccer
ball molecule.” The distribution of hexagons and pentagons can be clearly seen in
both parts of Figure 5.15.

The smallest stable fullerene, Cs, that could be extracted from the soot after
synthesis in an arc discharge was extracted using an organic solvent [7]. The
fullerene with the least number of carbon atoms to be identified experimentally
is Cyo, which comprises only pentagons [8]. In contrast to the larger fullerenes, C, is
unstable; a schematic representation of the molecule is shown in Figure 5.16. Even
when fullerene molecules are quite stable, it is possible to attach metal atoms or
other molecules at the surface and this is of major importance in view of the
applications of these molecules. Fullerenes also appear quite often in many layers;
these aggregates are known as “nested fullerenes” or “onion molecules.”

It may be easily conceived that single graphite layers (graphene) reduce the energy
stored in the dangling bonds by forming tubes. There are, however, alternative
possibilities for these planes to form coils and this determines the properties of the
carbon nanotubes. The structure of a graphene sheet is shown in Figure 5.17. Such a
layer is described using a coordinate system with the unit vectors € and €, . The
coordinates in this system are given, for some points, in Figure 5.17. A vector in this
system describing a nanotube is termed the “chirality vector” ¢ = n€, + mé,, where
n and m are integers that describe the length of the coordinates in the directions €;
and €, . Carbon nanoribbons are described by the same conventions.
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Figure 5.16 Cy fullerene. This is the smallest  consist of hexagons and pentagons, Cyg is

experimentally verified fullerene; however, in composed of pentagons only (http://www.
contrast to the larger fullerenes, this is unstable jcrystal.com/steffenweber/pb/swpb2.pdf).
(http://www.jcrystal.com/steffenweber/pb/ (Reproduced with permission by Steffen

swpb1.pdf). The geometry of this fullerene is Weber.)
also different; unlike larger fullerenes, which

Nanotubes are formed by wrapping graphene layers of limited size to form a tube. In
order to describe carbon nanotubes, the convention 0 < |m| < nwas adopted. The tube
axis is perpendicular to the chirality vector. Two types of chirality vector provide the
nanotubes with a very special arrangement of the carbon atoms; these are the “zig-zag
line” ¢ = (n, 0) and the armchairline ¢ = (n, n). Inboth cases, nis an arbitrary integer.

Based on the chirality vector, it is possible to calculate the diameter d of a
nanotube, which is given by:

e].
(43)
@ metallic nanotube € armchair line ~
Figure 5.17 Geometry of a graphene sheet given for some of the vertices. Any vector in this
using a coordinate system based on the unit system can serve as the chirality vector; two

vectors €; and €,, . To illustrate the system of  special forms - leading to the “armchair” and
coordinates, the values of the coordinates are  the “zig-zag” line — are indicated.


http://www.jcrystal.com/steffenweber/pb/swpb2.pdf
http://www.jcrystal.com/steffenweber/pb/swpb2.pdf
http://www.jcrystal.com/steffenweber/pb/swpb1.pdf
http://www.jcrystal.com/steffenweber/pb/swpb1.pdf

5.2 Nanostructures Related to Compounds with Layered Structures

d= \éac,c(nz +m? + nm)o‘5 =0.0783(n* + m* + nm)o'5 [nm] (5.6)

where ac_c = 0.14 nm is the distance between two neighboring carbon atoms. In
reality, the range of diameters of carbon nanotubes is limited. Experimentally,
single-wall carbon nanotubes are observed with diameters ranging from 1.2 to
1.4nm. However, nanotubes with significant larger diameters may also be pro-
duced. The chiral angle (i.e., the angle between the €, axis and the chirality vector c)
is given by:

0 = arctan {\/g (5.7)

2n+ m}

The chiral angle for the armchair line is 30° and that for the zig-zag line is 0°. Carbon
nanotubes with a chirality vector fulfilling the condition g = (2n+m)/3, g € N,
show metallic electrical conductivity. In Figure 5.17, these vertices are indicated with
red dots. The system of coordinates of a graphene sheet is redisplayed in Figure 5.18,
where the chirality vector of the nanotube (4,1) and the tube axis of the correspond-
ing nanotube are indicated. Since for this tube q = 3, this chirality vector describes a
metallic nanotube.

After rolling the graphene sheet to form a tube, a (10,10) nanotube with a
diameter of 1.35 nm has the appearance depicted in Figure 5.19. This nanotube is of
the armchair type.

Nanotubes are closed with fullerene halves. An excellent electron micrograph
showing the caps at nanotubes is shown in Figure 5.20, where the nanotube consists
of four walls. As the contrast at the caps, compared to the body of the nanotubes, is
significantly reduced, electron microscopy examinations of these end-caps are very
difficult to perform.

The formation of nanotubes is not limited to single graphene layers and, as for
fullerenes, both “multiwall” and “single-wall” nanotubes may be observed. The

chiraliy vector ¢ = né, +mé, tube axis \f

Figure 5.18 Graphene sheet showing the chirality vector (4,1) in red. Perpendicular to the
chirality vector is the direction of the tube axis. A nanotube with a chirality vector (4,1) is metallic.
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Figure 5.19 Armchair-type carbon nanotube with the chirality vector (10,10). By using Eq. (5.6),
the diameter is calculated as 1.35 nm (http://www.jcrystal.com/steffenweber/pb/swpb1.pdf).
(Reproduced with permission by Steffen Weber.)

multiwall nanotubes consist of a series of coiled graphene layers and can be depicted
perfectly using electron microscopy (see Figure 5.21). Previously, many excellent
electron micrographs of multiwall nanotubes comprising up to six layers have been
prepared. However, the actual structure can be demonstrated to better effect in
calculated examples. A typical calculated example consisting of four layers is shown
in Figure 5.21 where, for the individual nanotubes, the chirality vectors were chosen as
(7,0), (10,0), (13,0), and (16, 0); this indicates that all four nanotubes are of the zig-
zag type. The outer diameter of this multiwall nanotube was 1.25 nm. Most of the
production processes involved deliver primarily multiwall nanotubes, with single-wall
nanotubes being the exception. However, the relative amount of the different types of
carbon nanotubes may be influenced by selecting appropriate catalysts for synthesis.

One property is common for the carbon structures, graphene, fullerenes, and
carbon nanotubes: each carbon atom has only three neighbors. Therefore, each
carbon atom has two single and bonds one double bond. The latter one may be used
for functionalization (e.g., it is possible to attach hydrogen). By attaching one
hydrogen atom per carbon atom, one obtains graphane. Graphane is, in contrast

Figure 5.20 Multiwall nanotube (note the perfectly depicted end-caps). (Reproduced with
permission by M.Ritschel, A. Leonhardt, IFW- Dresden, unpublished results.)
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Figure 5.21 Calculated example of a multiwall  nanotube is 1.25 nm (http://www.jcrystal.com/
carbon nanotube of the zig-zag type with the steffenweber/pb/swpb1.pdf). (Reproduced with
chirality vectors (7,0), (10,0), (13,0), and permission by Steffen Weber.)

(16,0). The outer diameter of this multiwall

to graphene, which is absolutely flat, corrugated. This double bond may also be used
to produce graphene sheets from graphite. One immerses graphite into a solution of
(in the simplest case) formic acid. The small molecules of this compound oxidize the
carbon layers, forming graphene oxide, and attach at these weak points and, at first,
are expanded and, in a second step, defoliate the graphite. The step of oxidation can
also be performed using sulfuric or nitric acid. In the next step, the graphene layers,
now carrying formic acid molecules, are, in the described case, treated with an
alkaline solution for defoliation and afterwards reduced (e.g., using hydrazine). As a
result, one obtains graphene layers suspended in a liquid. Certainly, thermal
reduction is possible, too. A review on graphene synthesis is given by Choi et al. [9].

Carbon nanotubes have many fascinating applications and those employing their
electrical conductivity or high strength are also discussed in Chapters 10 and 11,
respectively. In addition, a small diameter combined with an extreme stiffness
means that carbon nanotubes are ideal materials for the tips used in scanning force
or scanning tunnel microscopes.

Potentially, a major application of nanotubes is as electron emitters. Electron
emission in an electrical field requires a sharp tip; the sharper the tip, the lower the
electrical voltage required for electron emission. This is because the electrical field at
the tip controls electron field emission. Although single-wall nanotubes have the
sharpest tip occurring in nature, in reality multiwall nanotubes are used as they are
more readily available. The emission current of carbon nanotubes as a function of
the applied voltage is shown in Figure 5.22. Two types of nanotube were applied,
namely closed and open. The open nanotubes were obtained by removing the end-
caps in an oxidizing medium. The closed nanotubes start emission at 120 V, whereas
the open tubes start significantly later, at 240 V. At 170V, the emission current is
107 A. Assuming a diameter of about 15 nm, this leads to an electrical current
density in the range of 5.7 x 10° Am~2? (= 5.7 x 10* A mm~2). Compared to mac-
roscopic metallic electrical conductors, this is an “astronomically” high current
density and the number would be even higher if the current density were related to
the actual material-containing cross-section of the nanotube. When considering the
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Figure 5.22 Electron field emission characteristics of carbon nanotubes. Here, the electron
emission of closed and open nanotubes is compared [10].

voltages shown in Figure 5.22, it must be borne in mind that the actual voltage of the
onset of the emission depends heavily on the geometry of the experiment. There-
fore, the voltages shown in Figure 5.22 must not be taken as standard values.
However, despite these geometric influences, the voltages shown are lower than
those necessary for tungsten tips.

When considering technical applications in displays, it is necessary to analyze the
stability of the emission as well as the basics of the emission itself. The field
emission current of carbon nanotubes determined over a broader range of voltages
is shown in Figure 5.23. For these experiments, bundles of nanotubes were
embedded in an electrically nonconductive polymer matrix, such that the emission
measured stemmed from more than one nanotube. In the range of lower voltages,
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Figure 5.23 Field emission current of carbon nanotubes determined on bundles of carbon
nanotubes embedded in a matrix of electrically nonconducting polymer [11]. Within the range of
lower voltages, significant fluctuations of more than 50% are observed.
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where the emission increases exponentially with the applied voltage, the emission
showed fluctuations of 50% and more. However, at higher voltages, characterized by
a reduced dependency of the emission on the applied voltage, the emission was
stable for hours (i.e., over a time range that would be applicable for technical
devices).

Electron field emission is of major economic importance in terms of field
emission displays. Compared to tungsten tips, carbon nanotubes have the advantage
of a higher stability of the emission and a better oxidation resistance. This is because,
during field emission, the tungsten cathode tips become very hot, which in turn
causes distortion of the tip geometry and, on occasion, even local melting. Both
events lead not only to deformation, but also to a reduction in the electrical field at
the tip, which is required for emission. Additionally, in contrast to carbon nano-
tubes, the resistivity of metals increases with temperature and this leads to higher
ohmic losses, which results in even further increases in temperature. This feedback
cycle may cause the tungsten emission tips to be destroyed. Since it is unavoidable
that some residual oxygen will be present in the vacuum of a field emission device,
the heated tungsten cathode oxidizes and this results in a further-reduced field
emission.

The set-up of a display using carbon nanotube as emitters is shown in Figure 5.24.
The carbon nanotubes are grown at the surface of the cathode, which consists of
addressable points, in most cases printed on an insulating carrier plate. Close above
the carbon nanotubes, a grid is located that produces the electrical field at the tips of
the carbon nanotubes and also accelerates the electrons. In most experimental
devices, the distance between the nanotubes and the grid is less than 0.1 mm. The
electrons fly to the anode, which is at the same electrical potential as the grid and also
patterned with luminescent material to produce light of the desired colors.

It is also possible to fill the interior of carbon nanotubes with metals or other
compounds. As in the case of coated nanoparticles, this strategy allows two different
properties to be combined within one particle. These filled carbon nanotubes may
have many exciting applications. An electron micrograph of a carbon nanotube filled
with CuJ is shown in Figure 5.25, where the different layers of the multiwall
nanotube can be clearly seen. The lattice of the filler, Cu], is also visible, as is the
perfect filling of the nanotube. From Figure 5.25, it is clear that the Cul] filler in the

transparent luminescent layer

e —

electrons — J._:-
grid"'_""" (LR —.+
> N
patterned .~ /' -
cathode carbon nanotubes

insulating carrier

Figure 5.24 General set-up of a display based on the field emission of carbon nanotubes. The
electrons emitted by the carbon nanotubes are accelerated by the grid and move to the anode,
which is covered with an electroluminescent layer.
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Figure 5.25 Multiwall carbon nanotube filled with Cu). The different layers of the wall and the
lattice structure of the filling are clearly visible in this high-resolution electron micrograph [12].
(Reproduced with permission by IFW Dresden, 2007.)

nanotube is monocrystalline, as might be expected since the formation of a grain
boundary requires additional energy. Filling a carbon nanotube with iron leads to a
ferromagnetic part with a high shape anisotropy; hence, such aggregates show a
large hysteresis in their magnetization curve.

Figure 5.26 represents a typical example of a magnetization curve of such a
composite, where the remanent magnetization as a function of the external field is
shown for an iron-filled carbon nanotube. This multiwall nanotube had a diameter
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Figure 5.26 Remanent magnetization of an magnetization of the iron filling changed its
iron-filled carbon nanotube with a length of a direction suddenly; this point is indicated as A.
few micrometers and 60 nm diameter. To After reducing the external field, the changed
obtain this data, the magnetic field was direction is maintained. By extrapolation, the

changed from —1000 to 400 mT. At an external  direction of magnetization changes back at
field of approximately 250 mT, the -250 mT [12].
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of approximately 60nm and a length of a few micrometers. The red lines in
Figure 5.26 describe the magnetization during the change of the external field.
The experiment was started at an external magnetic field of —1000 mT and changed
gradually up to 400 mT. In Figure 5.26, the arrows 1a and 1b follow this trace. After
reaching the maximum, the magnetic field was again reduced to zero (indicated by
arrow 2). While increasing the magnetic field from —1000 to 400 mT, at approxi-
mately 250 mT the magnetization switches from a negative to a positive value. A red
arrow indicates this switching point, A. If the experimental data drawn with red lines
are extrapolated to negative magnetic fields, a field is found where the magnetization
of the composite may change its direction again. This point, obtained by extrap-
olation, is indicated as B. As the magnetization loop shown in Figure 5.26 is
rectangular, the change in the direction of the magnetization occurs at exactly
defined values of the external magnetic field. Therefore, an iron-filled carbon
nanotube acts as a magnetic switch with clearly defined switching points. The
energy product of this aggregate (remanent magnetization x coercitivity) is quite
large.

5.2.2
Nanotubes and Nanorods from Materials other than Carbon

At a very early stage, Tenne et al. [13] showed that, in general, all compounds that
crystallize in layered structures may form nanotubes and fullerene-like structures.
The first noncarbon nanotubes consisted of MoS, and WS,, but such structures
were later observed with the selenides of molybdenum and tungsten [14]. Despite
minor differences, these compounds are built according to the same scheme and,
like graphite, they crystallize in layered structures; however, in this case, each layer is
built up of three sublayers consisting either of metal (Me) or nonmetal ions (X):

X—Me—-X X-Me—-X X-Me-X X-Me—-X...

Within each triple package of layers, there is covalent bonding; in between the
packages the bonding is of the van der Waals type. Hence, the packages can be
shifted against each other, and this is the reason why MoS, and WS, are, like
graphite, used on a technical basis as solid lubricants. Another potentially important
compound that forms nanotubes and fullerene-like structures is BN. Although this
compound crystallizes in the same structure as graphite, it has no free electrons and
therefore it is an insulator, and the color is white.

An electron micrograph of WS, nanotubes with diameters ranging from 15 to
20 nm is shown in Figure 5.27. The insert in Figure 5.27 shows one of the nanotubes
at a higher magnification, such that the four layers of the multiwall nanotube are
clearly visible. When comparing these micrographs with those of carbon nanotubes,
there is a significantly better contrast; this is due to the higher atomic number of
tungsten compared to carbon. Like carbon, these compounds form not only nano-
tubes, but also fullerene-like structures.

It is of interest to note that these ball-shaped, fullerene-like structures often
consist of many layers. Insofar, they are zero-dimensional in analogy to multiwall
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Figure 5.27 Three multiwall WS, nanotubes with diameters ranging from 15 to 20 nm. The insert
shows one of the tubes at higher magnification; four walls are visible. (Reproduced with
permission by Reshef Tenne, Weizmann Institut, Israel.)

nanotubes. A typical example is shown in Figure 5.28, where a ZrSe, particle is
crystallized in an “onion” form.

Similar particles to those in Figure 5.28 were also observed in connection with
multiwall fullerenes. Such carbon particles seem to collapse under the influence of
surface tension. In fact, in the case of carbon the pressure at the center of such an
onion particle can become so high that the graphite-like structures become unstable
and may transform into the diamond structure [16]. Based on this experimental

Figure 5.28 Multiwall fullerene, “onion crystal,” consisting of ZrSe, [15]. (Reproduced with
permission by Elsevier.)
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Figure 5.29 Multiwall fullerene particle the deviations from sphericity visible in this
consisting of MoS; (http://www.weizmann.ac  micrograph are difficult to understand.
.il/ICS/booklet/20/pdf/reshef_tenne.pdf). With (Reproduced with permission by Reshef Tenne,
regard to the collapse of multiwall fullerenes of ~ Weizmann Institut, Israel.)

carbon that transform to diamond in the center,

evidence, the existence of nonspherical structures, such as that depicted in Fig-
ure 5.29, is difficult to understand.

A MoS, multiwall, fullerene-like particle — referred to as an “onion crystal” — is
shown in Figure 5.29. The special point about this particle is that the center is not
circular, but rather is triangular. Based on the shape of the central hole, the
impression could be gained that this particle had begun to collapse under the
influence of the surface tension. When comparing this shape with that of collapsed
carbon nanotubes in which diamond was formed at the center, it is difficult to
appreciate that this shape is indeed stable.

So, the question to be considered here is the application of these materials. The
fullerene-like structures of MoS, and WS, have high potential as solid-state
lubricants, and conventional MoS, powder is widely used for such purpose as
the different van der Waals bonded layers glide easily upon each other. These
compounds also minimize metal wear as the platelets act as distance holders (i.e., as
spacers) between the two metal surfaces and thus eliminate any direct contact. These
properties are of special importance in the case of extreme loads, where oils and
greases that are normally used as lubricants may be squeezed out of the contact area.
However, with time, the dangling bonds at the borders of the platelets react with the
metal surfaces and, at least to some extent, lose their lubricant properties. Fullerene-
like MoS, nanoparticles have no open bonds and therefore do not react with metal
surfaces. In contrast to platelets, these spherical particles behave as “nano-ball
bearings” [17] and do not lose their lubricant properties until they are lost to the
system (e.g., they leave with the oil that is squeezed out) or are oxidized. The
improving properties of WS, additions on friction coefficient, compared to a
lubricant without such additions, are shown graphically in Figure 5.30. These
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Figure 5.30 Tribological properties of paraffin  load. The load where the friction coefficient
oil with WS, fullerene-like particle addition. suddenly increases is described as the load
Effect on friction coefficient compared to a capability of a friction pair. The critical load to
lubricant without such additions, determined seizure increases with the addition of WS, [17].

with a ball-on-flat device as a function of the

are results of friction experiments in a ball-on-flat device as a function of the load.
Paraffin oil, with additions of 0.5 and 1 wt% WS, fullerene-like particles, was applied as
a lubricant. The most important point is the load where the friction coefficient
suddenly increases, as this deflection point describes the load capability of a friction
pair. The critical load to seizure of the metal surface increases with the addition of only
0.5 wt% WS,, from 270 to 430 N. The advantage of a further increase in WS, content
was minimal, as higher concentrations appear to have only a minor influence. These
results justify the statement that such fullerene-like particles outperform conventional
lubricants. Similar positive effects were observed using WS, particles as an addition to
metal-working fluids applied to high-precision shaping techniques such as drilling or
lathing. The advantages of such an application are 2-fold:

® Due to reduced friction, the applied forces and temperature are each reduced.
When narrow-tolerance parts are involved, a controlled temperature is essential in
order to obtain the intended dimensions.

® The metal-working fluid requirements are reduced and the lifetime of the cutting
tools is extended.

Reduced friction was observed when impregnating fullerene-like particles into
self-lubricating solid films. The initial attempts to fill nickel-phosphorus electroless
coatings with fullerene-like WS, particles were successful and improved the
properties of these self-lubricating coatings. Some typical results of a tribological
test versus time are shown in Figure 5.31, where the friction coefficient of a pure
nickel-phosphorus layer is compared to that of a layer of the same material, but
containing some dispersed WS, fullerenes. During the first two cycles, there was
almost no difference between the friction of the layers, with or without WS, filling.
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Figure 5.31 Time evolution of the friction coefficient of a nickel-phosphorus coating, with and
without WS; fullerene particle addition [17]. As the WS, particles are embedded in the coating,
friction is reduced after some wear, when the WS, particles have been released.

Clearly, the WS, particles were fixed in the matrix. However, after some wear the
filled layer released some of the WS, particles, after which a change was observed
from a sliding to a rolling friction. As a result, the coefficient of friction did not show
any further increase, unlike that for the pure nickel-phosphorus layer.

523
Synthesis of Nanotubes and Nanorods

Carbon nanotubes and fullerenes may be produced when an electric spark is
passed between carbon electrodes. However, as small amounts may also be found
in any soot, one of the well-proven methods of producing nanotubes and
fullerenes is that of laser ablation. The process of nanotube formation in an
electric arc seems to be quite complicated and there are indications that, at arc
temperatures above 5000 K, a liquid carbon phase is involved. The micrograph in
Figure 5.32 shows carbon nanotubes, together with some beads conveying the
impression of frozen droplets [18].

Figure 5.32 Carbon nanotubes produced in an supercooled and later crystallizes as nanotubes,
electric arc. During this process, the arc causes  dragging out some liquid carbon as droplets
the graphite to melt. The outside of the droplets (http://www.gatech.edu/news-room/release
cools at a faster rate, leading to the formation of .php?id=516). (Reproduced with permission by
glassy particles. The liquid carbon inside the Walt de Heer.)

drops cools so slowly that it becomes
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In an electric direct current (DC) arc at the surface of the electrodes, carbon is
known to melt. Subsequently, as the temperature drops, the liquid carbon becomes
supercooled and begins to crystallize. The crystallizing nanotube grows through the
liquid layer at the cathode, dragging along small droplets of supercooled carbon.
These droplets, as well as the carbon nanotubes, are visible in Figure 5.32. These
explanations are backed up by the fact that the droplets remain amorphous and the
nanotubes are unintentionally coated with a thin amorphous layer. As mentioned
above, these procedures result in the production of carbon nanotubes, fullerenes,
and often large amounts of soot. As soot is more susceptible to oxidation compared
to carbon nanotubes and fullerenes, it is removed by careful oxidation at elevated
temperatures, ranging from 1000 to 1100 K.

The yield of carbon nanotubes is significantly improved by adding metal catalysts
to the carbon electrodes. However, in order to obtain larger amounts of nanotubes,
more sophisticated processes of synthesis are required. The most common
approach utilizes a conventional tubular furnace at temperatures of about
1300K, at which carbon nanotubes are obtained in the presence of a catalyst.
The process is shown, schematically, in Figure 5.33.

Some typical precursors and catalysts used to obtain nanotubes include:

® For carbon nanotubes, a mixture of methane (CH,) and hydrogen is used as the
reaction gas, which is diluted with argon. As a catalyst, iron, nickel, and alloys of
these metals (e.g., with molybdenum or yttrium) are currently used, each one
leading to different amounts of the carbon nanotube types (e.g., it is said that the
addition of yttrium to the catalyst leads to a preference for single-wall carbon
nanotubes).

® For MoS, or WS, nanotubes, the process begins with the oxides. Sulfur is
delivered by H,S in an argon, nitrogen, and hydrogen mixture.

® For the synthesis of GaN, iron is used as catalyst. However, in this case, the
catalyst is supplied as Fe(CsHs), vapor. Gallium dimethyl amide (Ga,[N(CHj3),]e)
is well-proven as a precursor for gallium. The reaction is performed in an
atmosphere of ammonia.

furnace

gas inlet off gas
ﬁL :é,

reaction and
carrier gas

catalyst nanotubes

Figure 5.33  Synthesis of carbon nanotubes in a tubular furnace. The essential points in this
process are the selection of an appropriate catalyst and a well-suited gaseous precursor.
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Figure 5.34 Carbon nanotubes made in a tubular furnace as shown in Figure 5.33. Methane was
used as the carbon precursor and iron as catalyst. The reaction temperature was approximately
1300 K. (Reproduced with permission by Hampel and Leonhardt, IFW Dresden; unpublished results).

A typical product obtained by such a process resembles a disordered ball of wool,
as shown in Figure 5.34; this is a typical example of a carbon nanotube product made
from methane as precursor and an iron-containing catalyst. By correctly selecting
the catalyst it is possible to adjust the diameter of the nanotubes.

Instead of using randomly placed catalyst particles, it is possible to prepare clear-
cut patterns of catalyst particles, either by printing or vapor deposition. With regard
to the application (e.g., as a field electron emitter), this allows nanotubes to be grown
exactly at the places where they are needed. This ability is of particular importance in
the production of field emission displays.

So, the question arises: “How does the catalyst work?” In an effort to provide an
answer to this problem, a model of the growth of nanotubes, supported by a catalyst,
is shown in Figure 5.35.

The production of nanotubes or nanorods begins with a droplet of liquid catalyst.
The precursor is gaseous, and the precursor and catalyst are selected in such a way

gaseous

liquid metal
q precursors

catalyst

growing
nanotube

substrate

Figure 5.35 Model of the catalytic action together with the material for the nanotube or
during the synthesis of nanotubes or nanorods. nanorod. After exceeding the maximum
Initially, the precursor for the product reacts solubility, the nanorod or nanotube is

with the catalyst metal. It is advisable to select a precipitated. The one-dimensional product will
metal as precursor that forms a liquid phase grow as long as the precursor is supplied.
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that the precursor molecules dissociate at the surface of the catalyst droplet. For
example, in order to obtain carbon nanotubes, CH, dissociates at the surface of an
iron or nickel droplet; the released carbon is then dissolved in the metal droplet and
the hydrogen leaves the system. At this stage, it is important to note that the selection
of catalysts is quite critical. To obtain carbon nanotubes, the process begins with a
solution of carbon in the catalyst metal particle. In order to avoid too-high
temperatures, it is advantageous to seek eutectic systems. After some time, the
material dissolved in the liquid catalyst reaches saturation and precipitates at the
surface of the properly selected substrate. There is no doubt that this process occurs
more rapidly if the catalyst particles are liquid, as solid-state diffusion is significantly
slower than diffusion in a liquid. Once the process has started, there is a steady
transport of dissociated material to the precipitate; the nucleus becomes larger and
the nanotube or nanorod grows. When considering a further process (e.g., to obtain
GaN nanorods), iron may be used as the catalyst. Both iron and gallium form a low-
melting phase with a melting point below 1200K. Interestingly, the process
described above is not simply a hypothetical model, but has been proved in
many instances by electron microscopy. A transmission electron micrograph of a
larger multiwall carbon nanotube, with a droplet of nickel (used as catalyst)
embedded at the tip of the nanotube, is shown in Figure 5.36. At the top left of
Figure 5.36 is a higher-magnification insert, showing the different layers of the
carbon nanotube. In the electron diffraction pattern shown in the insert at the
bottom right, the hexagonal structure of the graphene sheets — the constitutive part
of the carbon nanotubes — is clearly visible.

A further quite spectacular example, which demonstrates the growth of a
germanium nanorod, starting from a metal catalyst particle, is shown in Figure 5.37.
This series of electron micrographs was taken in situ during the growth of the

Figure 5.36 Electron micrograph of a carbon  The electron diffraction pattern (inset, lower
nanotube. The frozen nickel droplet, which was  right) shows the hexagonal structure of the
used as catalyst, is visible at one end. This graphene sheet — the structural element of
micrograph clearly confirms the model of carbon nanotubes [19]. (Reproduced with
catalytic action as depicted in Figure 5.35. permission by Wiley & Sons.)
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Au catalyst
particle

onset of Ge
nanorod

Ge
nanorod

Figure 5.37 Electron micrographs of different  precipitation occurs and the nanorod begins to
stages of growth of a germanium nanorod [20].  grow. (d and e) The germanium nanorod

(a) The gold catalyst particle as a starting point. continues to grow. (f) On completion of the
(b) The gold particle dissolves germanium from experiment, the long germanium nanorod is

the vaporized precursor Ge),. (c) The gold capped with a droplet of a gold—germanium
droplet has exceeded its solubility for alloy. (Reproduced with permission by The
germanium; hence, the onset of germanium American Chemical Society.)

nanorod. The temperature for this process ranged between 1000 and 1200 K, where
the germanium precursor GeJ, is gaseous. Additionally, within this temperature
range in the gold-germanium binary system a liquid phase is expected, as the
eutectic temperature is 630 K. The gold nanoparticle at the start of the process is
shown in Figure 5.37a. Following the dissolution of some germanium in the gold
particle, the particle melts (see Figure 5.37b) and this results in an increased
diameter. After saturation of the gold droplet with germanium, the nanorod begins
to grow (Figure 5.39c—e). Finally, a long nanorod with a catalyst droplet at the tip is
obtained (Figure 5.37f).

The process of growing nanotubes or nanorods is quite slow and it may take days
to obtain fibers with lengths of a few microns. The length of a single-wall carbon
nanotube grown in situ in an electron microscope as a function of time is shown in
Figure 5.38. Here, the length of the carbon nanotubes was measured in real-time,
the temperature was 920 K, C,H, was used as a precursor, and metallic nickel served
as the catalyst. In Figure 5.38, three regimes of particle growth may be realized.
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Figure 5.38 Carbon nanotube length versus with carbon from the precursor. The rate of
time of synthesis. Nanotube growth begins nanotube growth then increases until the
after an incubation period. Most likely, this is catalyst becomes poisoned [21].

the time required to saturate the nickel catalyst

During the first 50s, there is no detectable growth in particle length, and
obviously this is the time required for the nickel particle to be saturated with
carbon and to nucleate the nanotube itself. Following this incubation period, the
regime of rapid growth begins, during which the growth rate is controlled by
carbon diffusion from the surface of the catalyst particle to the growing nanotube.
In the third regime, the growth rate is steadily decreasing, even when all
experimental variables are left constant. This reduction in the growth rate is
attributed to an increasing coverage of the catalyst surface by strongly adsorbed
carbon atoms, and this leads to a poisoning of the catalyst. When considering this
growth mechanism, it is intuitively clear that the diameter of the nanotubes
depends heavily on the size of the catalyst particles. As can be seen from
Figure 5.37, the nanorod diameter is somewhat smaller than that of the catalyst
particles; this relationship is also valid for the carbon nanotubes.

A further interesting process for the production of nanotubes, especially in
relation to oxides, begins from highly anisotropic metal embryos. For example,
zinc metal particles on a substrate form hexagonal prisms; this is due to the
significant differences in surface energy between the hexagonal base plane and
the lateral surfaces. At an elevated temperature (in the range of 700-800 K) and in a
slightly oxidizing atmosphere, the less-stable lateral surfaces of the prisms begin to
oxidize. Growth then occurs in the direction perpendicular to the hexagonal base
plane. Assuming a continuing vapor transfer of zinc, the oxide sheath layer will
continue to grow, forming a ZnO nanotube, the interior edge length of which
corresponds to the outer edge length of the original zinc embryo particle. As the
vapor pressure of the pure metal is significantly higher than that of the oxide, within
a short time the material of the starting embryo will evaporate and be used for the
growth of the nanotube. These three stages of the ZnO nanotube growth process are
shown schematically in Figure 5.39.



5.2 Nanostructures Related to Compounds with Layered Structures

| growing ZnO nanotube

Figure 5.39 Growth mechanism of ZnO
nanotubes starting from a metallic embryo,
according to Xing et al. [22]. (a) The zinc metal
embryo forms a body with minimum surface
energy. (b) The lateral surfaces of the embryo
begin to oxidize. The oxide skin grows, and the

material for growth is spent from the vaporized
precursor and the evaporating metallic embryo.
(c) When the metal reservoir of the embryo is
exhausted and any further supply of precursor
has ceased, the nanotube has reached its

final size.

In Figure 5.39a, the metallic zinc embryo is shown, followed by a schematic of the
growing oxide tube (Figure 5.39b). Finally, the metal reservoir from the metallic
embryo is consumed. If there is no further supply of vaporized zinc, then the
nanotube growth will stop. Electron micrographs of such zinc oxide nanotubes are
shown in Figure 5.40, where the two ZnO nanotubes have entirely different

Figure 5.40 Electron micrographs of two
hexagonal ZnO nanotubes. These nanotubes
are grown using a mechanism as shown in
Figure 5.39. (a) Micrograph of a larger ZnO
nanotube. Note the perfect flat outer
surfaces, whereas the inner surface is

somewhat corrugated [23]. (Reproduced with
permission by John Wiley & Sons.)

(b) Electron micrograph of a small ZnO
nanotube. It is interesting to note that this
nanotube may have grown as a spiral [24].
(Reproduced by permission of Elsevier.)
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before etching

after etching,
evaporating in progress

Figure 5.41 Process of producing wires of noble metals by evaporating the metal onto the
surface of a cut-and-etched surface of a single crystal (e.g., silicon). The metal atoms migrate to
the edges, which stem from the etching process, where they form nanowires.

dimensions. The nanotube in Figure 5.40a, which is rather a micro than a nanotube,
has an edge length of more than 1 pm and a wall thickness of approximately 200 nm.
The nanotube shown in Figure 5.40Db is entirely different, having an edge length of
approximately 200 nm and a wall thickness of less than 50 nm. When examining
Figure 5.40D in detail, it can be seen that this nanotube, like a whisker, may have
grown as a spiral.

One more physical process to produce nanowires is worthy of mention and this
involves primarily noble metals. The process starts from a graphite or silicon
substrate that is cut at a small angle against the lattice planes. After etching, a
series of regular steps are observed at the surface. When noble metal atoms are
evaporated onto the surface of the substrate, they migrate to the edges of the steps, as
shown in Figure 5.41. It is possible to release these wires from the substrate and to
handle them subsequently.
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6
Nanofluids

6.1
Definition

Nanofluids are stable suspensions of nanoparticles in a liquid. In order to avoid
coagulation of the particles, the particles must be coated with a colloid stabilizer, a
surfactant, acting as distance holder that is stable in the liquid. This distance holder
must also overcome the tendency to form van der Waals bond clusters or, even more
difficult, the mutual attraction of magnetic particles. The two most important
mechanisms of colloid stabilization are depicted schematically in Figure 6.1: steric
stabilization (Figure 6.1a) and stabilization by electrostatic charges (Figure 6.1b).

Typically, nanofluids contain up to 10 vol% of nanoparticles and usually more than
10vol% of surfactant. Either oil or water is used as a carrier liquid and the
suspensions are designed in such a way that Brownian molecular movement
thwarts the sedimentation of the particles.

6.2
Nanofluids for Improved Heat Transfer

The high heat capacity of nanoparticles, coupled with the possibility of producing
stable suspensions, has many technical applications. Notably, such stable suspensions
may show unprecedented combinations of two or more of the properties or features
that are required in thermal systems, namely a high heat capacity (see Section 7.3), a
good thermal conductivity, and good compatibility with technical systems. However,
even when the heat capacity of nanoparticles is relatively high, because of the small
amount of particles added to the liquids, the actual effect is possibly marginal. One
typical application of nanofluids containing nanoparticles is as a coolant, since the
addition of only a few volume percent of nanoparticles to a liquid coolant can
significantly improve its thermal conductivity, yet have no negative influence on its
heat capacity. In fact, the high heat capacity of nanoparticles can actually improve the
heat capacity of a coolant. Figure 6.2 shows, graphically, the heat capacity ratio of a
suspension consisting of ethylene glycol (which is, pure or diluted with water, widely
used asa coolant, e.g., in cars, or may be added to aqueous cooling liquids) as the liquid

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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. negative charges . positive charges

Figure 6.1 Mechanisms of colloid stabilization: (a) steric stabilization and (b) stabilization by
electrostatic charges.
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Figure 6.2 Heat capacity ratio of a nanofluid consisting of ethylene glycol and copper. The ratio is
defined as the heat capacity of the nanofluid over that of pure ethylene glycol.



6.2 Nanofluids for Improved Heat Transfer

and copper dispersed as the nanoparticles. The heat capacity ratio is defined as the heat
capacity of the suspension compared to that of the base fluid without any additions.
Consequently, the pure base liquid has a heat capacity ratio of 1. The data in Figure 6.2
show a slight improvement in the heat capacity ratio, such that the increase in heat
capacity is greater than the volume content.

However, when considering the thermal conductivity a significant improvement
is obtained. The related results from studies conducted by Keblinski et al. [1] and by
Eastman et al. [2] are shown in Figure 6.3, where the ratio of the thermal conductivity
is plotted versus the volume content of nanopowders. As in the above case, the
thermal conductivity ratio is defined as the ratio of the thermal conductivity of the
suspension over that of the base fluid. As shown by Masuda et al. [3], this
improvement is not only limited to metallic nanoparticles, but also is observed
with ceramic nanoparticles (in this example, alumina).

The thermal conductivity of nanofluids depends heavily on the amount of nano-
particles dispersed in the liquid. Kwak and Kim [4] determined an improvement in
thermal conductivity by adding CuO to ethylene glycol (see Figure 6.4). Here, the
improvement in thermal conductivity, expressed as the thermal conductivity ratio, is
plotted against the volume content of nanoparticles in the liquid. Itis clear that, atleast
in a volume fraction range of up to 0.01, the thermal conductivity increases signifi-
cantly, although less steeply than in the example shown in Figure 6.3.

When considering the technical applications of these fluids, it is not only the heat
capacity and thermal conductivity but also the rheological parameters that are of vital
importance. As an example, the dynamic viscosity 7 of nanofluids consisting of CuO
nanoparticles in ethylene glycol is plotted as a function of the volume fraction ¢ of
nanoparticles in Figure 6.5. The dispersed particles up to a volume fraction of
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thermal conductivity ratio
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particle volume fraction

Figure 6.3 Thermal conductivity ratios of (Experimental data for copper-containing
nanofluids consisting of ethylene glycol and nanofluids from Keblinski et al. [1] and Eastman
copper or alumina, respectively. The ratio is et al. [2]; data for alumina-containing nanofluids
defined as the thermal conductivity of the from Masuda et al. [3].)

nanofluid over that of pure ethylene glycol.
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Figure 6.4 Thermal conductivity ratio of a nanofluid consisting of CuO in ethylene glycol as a
function of the particle volume fraction (according to Kwak and Kim [4]).

approximately 0.001 have almost no influence on viscosity, but above this volume
fraction the viscosity changes abruptly and increases following the proportionality
n o 3.

Such highly efficient coolants, as are obtained by the use of nanomaterials, may
have a broad range of applications, especially in situations where the cooling
channels are extremely narrow, such as in microtechnological applications. For
applications in automobiles, the high thermal conductivity allows a significant
reduction in the size of the cooling system. However, the inadequate long-term
stability against sedimentation of these materials has, to date, impeded any broader
technical applications.

10
@ 10° /
£ s .
= ® experimental data
£ 40 constant viscosity
2 —— viscosity proportional ¢® /
P /
; 10
E o /
o L
g 10"
gV /
L 4 b
10° R e . i S e e |
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particle volume fraction
Figure 6.5 Dynamic viscosity of an ethylene 1073, the viscosity is unchanged compared to
glycol/CuO nanofluid as a function of the pure ethylene glycol; however, above that value
volume content of nanoparticles [4]. the viscosity increases with the third power of

Remarkably, below a particle volume fraction of  the particle content.



6.3 Ferrofluids

6.3
Ferrofluids

6.3.1
General Considerations

One fascinating application of superparamagnetic particles — and one that already has
been widely applied in technical products —is that of ferrofluids, which are a special type
of nanofluids. A ferrofluid is a stable suspension of superparamagnetic particles in a
liquid. In order to avoid magnetic coagulation of the particles, they must be coated with
asecond, distance-holder phase. Ferrofluids contain between 3 and 8 vol% of magnetic
nanoparticles, and usually more than 10 vol% of the surfactant. Normally, oil or water is
used as the carrier liquid. Brownian molecular movements thwart the sedimentation of
the particles in the absence of any external magnetic field, while in the presence of a
magnetic field such movements prevent demixing of the suspension. Magnetic
sedimentation can be avoided if the magnetic moment of the particles is not too
large. Characteristically, in the absence of an external magnetic field the net magnetic
moment of a ferrofluid is nil. However, the particles adjust within a few milliseconds in
the direction of an external magnetic field, resulting in to a net magnetic moment. As is
typical for superparamagnetic systems, following removal of the magnetic field the
magnetic moments of the particles randomize almost immediately, leading again to a
net magnetic moment of nil. In a magnetic field gradient, the whole fluid moves to the
region of highest flux, and consequently an external magnetic field can be used for the
precise positioning and control of ferrofluids. This also allows the design of actuators
that are based on ferrofluids. It is essential, however, that the ferrofluids are stable
against the sedimentation of magnetic nanoparticles, even in strong magnetic fields.

Rosenzweig [5] has provided a complete theoretical basis for ferrofluids and also
explained the series of instabilities that bears his name. The most famous of these
shows the surface of a ferrofluid in an inhomogeneous magnetic field forming
spikes, rather than a flat or convex surface (see Figure 6.6). The spikes, which follow
the gradient of the magnetic field, are the consequence of an interaction of surface
energy, gravitational, and magnetic energies. These are formed above a critical
magnetic field, where the reduction in the magnetic field energy is greater than the
increase in surface and gravitational energies. The forces that act at magnetic fluids
are proportional to the gradient of the magnetic field and the magnetization of the
fluid. Therefore, the retention force of a ferrofluid may be adjusted by changing
either the magnetization of the fluid or the external magnetic field.

6.3.2
Properties of Ferrofluids

Ferrofluids, as magnetic materials, may be used to transfer magnetic fields or to close
magnetic circuits in a simple way, without the need for any complicated and shaped
parts. In addition to these possibilities, the variation of viscosity as a function of an
external magnetic field represents one of the most striking properties of a ferrofluid.
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ferrofluid

glass plate

permanent
magnet

result of an interaction between surface,
gravitational, and magnetic energies.
This phenomenon is termed
Rosenzweig instability.

Figure 6.6 Appearance of a ferrofluid in an
inhomogeneous magnetic field (G. F. Maxwell,
GNU Free Documentation License, http://
en.wikipedia.org/wiki/File:Ferrofluid_Magnet_
under_glass.jpg). The corrugated surface is the

Figure 6.7 depicts the results of Patel et al. [6], where the reduced viscosity of a
ferrofluid consisting of Fe;04 nanoparticles in kerosene is plotted as a function of the
reduced magnetic field. In this context, the temperature-independent reduced mag-
netic field is defined as o = mH/kT. The reduced viscosity is, in that case, defined as
the viscosity at the value of the reduced magnetic field o divided by the viscosity at
a = 0o. The mean value of the log-normal-distributed particle sizes was approximately
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Figure 6.7 Reduced viscosity of a ferrofluid
consisting of 13-nm Fe;O,4 nanoparticles in
kerosene (according to Patel et al. [6]). The

approximated by dividing the reduced values
given at the abscissa by 100. The reduced
viscosity is obtained by dividing the

temperature-independent reduced magnetic
field is defined as mH/kT. In this case, at room
temperature, the magnetic field (in Tesla) is

experimentally measured viscosity values by
that at an infinite reduced magnetic field.
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6.3 Ferrofluids

13 nm. In order to estimate the actual field (in Tesla) at room temperature in Figure 6.7,
the numbers shown at the abscissa must be divided by approximately 100. In this way,
a clear characteristic of ferrofluids — that an extreme increase in viscosity occurs with
relatively small magnetic fields — becomes apparent.

As shown in Figure 6.7, a magnetic field, when held constant over time, leads to an
increase in the ferrofluid viscosity. However, the situation is more complex in an
alternating magnetic field, where one observes a positive contribution at low frequen-
cies of the magnetic field and negative contribution at high frequencies. This is due to
rotatory oscillations of the particles, caused by the alternating magnetic field. As there
is no preference for any direction of rotation, in a first approximation, half of the
particles rotate clockwise and the other half counter-clockwise. Therefore, from a
macroscopic viewpoint, the angular velocity of the particles equals zero. However, any
vortex results in a nonzero angular velocity of the particles, which in turn leads to a
decrease in the effective viscosity; this is seen as a negative contribution to the viscosity.

6.3.3
Applications of Ferrofluids

One of'the first applications of ferrofluids in engineering was as a means for sealing off
feed-throughs (e.g., see http://www.ferrotec.com.sg/category.asprcatid=9 or http://
www.vacuum-guide.com/vacuum_components/vacuum_feedthrough/mechanical_
feedthrough_america.htm). The general design of such a system is shown in
Figure 6.8, in which this application, as most other successful uses, exploits the
increase of viscosity within a static magnetic field.

magnet

rotating shaft

ferrofluid

Figure 6.8 Design of a feed-through of a rotating shaft sealed by ferrofluids. The ferrofluids are
kept in position by permanent magnets.
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ferrofluid

membrane

voice coil BE: _ magnet

Figure 6.9 Design of a high-performance loudspeaker using a ferrofluid.

One of the commercially most successful applications of ferrofluids in consumer
products is in loudspeakers, where the ferrofluid plays three important roles: (i) it
centers the voice coil within the magnet; (ii) it acts as a coolant for the voice coil, by
removing the heat caused by Ohmic losses; and (iii) it acts as damping medium. The
design of a loudspeaker using a ferrofluid is shown schematically in Figure 6.9.

One other possible future application of nanofluids has been reported by Krauf et al.
[7], who demonstrated the pumping of ferrofluids in a channel by an alternating
current (AC) magnetic field. The magnetic particles in the fluid were cobalt-based. The
set-up, which consists of a circular channel and two coils, is shown in Figure 6.10.
Here, coil 1 produces a vertical magnetic field, while coil 2 is wrapped around the
channel and produces a magnetic field in the direction. Both coils are driven with an
alternating current from the same source, although with a phase difference 0of 90°. The
two coils together generate a rotating magnetic field, and changing the phase
difference from +90° to —90° reverses the flow direction in the channel. The
nanofluids used by the authors had a viscosity of 5.5 x 10~ Pas.

Figure 6.10 Magnetic pumping system for 90°, which leads to a rotating magnetic field at
ferrofluids (according to Krauss et al. [7]). Coils  the location of the circular channel (Reproduced
1 and 2 are connected to the same AC source.  with permission by The American Institute of
The electric currents show a phase difference of Physics.)
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Figure 6.11 Velocity of the ferrofluid in the circular channel of Figure 6.9, as a function of the
amplitude of the applied AC magnetic field at a fixed frequency of 1kHz [7].

The velocity of the ferrofluid in the circular channel (see Figure 6.10), as driven by
the AC magnetic fields, is shown in Figure 6.11. As might be expected intuitively, the
velocity increases with increasing amplitude of the magnetic AC field. The data in
this experiment were determined at a frequency of 1kHz.

In this system, it is not only the amplitude but also the frequency of the field that
has a significant influence. The velocity of the ferrofluid as a function of frequency at
an amplitude of the AC magnetic field of 0.95 kA m ™" is shown in Figure 6.12; here,
the maximum frequency at approximately 2.5 kHz is found. Beyond the maximum,
the ferrofluid is increasingly unable to follow the frequency of the AC magnetic field.
The data shown graphically in Figure 6.12 were calculated using a generalized
function for the velocity as a function of the magnetic field amplitude and frequency
as reported by the authors.

One other interesting phenomenon (among many) that might be used for sensing
vibrations was reported by Kubasov [8], who showed that a vibrating ferrofluid in a

T
wl/ N\
wl/ N\

0.1 1 10 100
frequency [kHz]

velocity [ms-1]

Figure 6.12 Velocity of the ferrofluid in the circular channel of Figure 6.9 as a function of the
frequency of the applied AC magnetic field and applying a field of fixed amplitude [7].
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tube filled
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Figure 6.13 Design of a vibration sensor based on nanofluids in a magnetic field [8].

static magnetic field could induce an electric voltage in a sensing coil. A simplified
diagram of the set-up used is shown in Figure 6.13. In this system, 1.1vol%
magnetite particles (each of diameter about 16 nm) suspended in kerosene was used
as the ferrofluid. As compared to y-Fe, 03, Fe;0,4 has a significantly higher energy of
anisotropy and the particles were not superparamagnetic. An estimation of the
relaxation times, assuming Néel’s or Brownian superparamagnetism, resulted in
Tneel = 2.8 X 107* s and Tproun = 3.4 X 107%s. AS Ty¢el > Trown, the particles relax
the Brownian type (see Chapter 8) and as a whole follow the movement of the
ferrofluid; this in turn causes a voltage to be induced in the sensing coil. The signal
determined in the sensing coil consists of two harmonics: the frequency of the
vibrator and the second harmonics.

The dependency of a ferrofluid’s viscosity on the strength of an external magnetic
field leads to a very interesting application — as an adjustable and “intelligent” shock
absorber fluid. As ferrofluids can rapidly adopt (within milliseconds) the damping
characteristics of shock absorbers, they can be used to replace older systems based
on piezoelectric elements; typical applications are in high-performance CD and
DVD player systems. A further advantage is that the dynamic control of the damping
characteristics of shock absorbers (e.g., in cars) allows powers of up to kilowatt range
to be controlled with an electrical power of only a few watts.

Further broad applications of ferrofluids are in the visualization of magnetic
structures and domains. This is used extensively for the quality control of all types of
magnetic devices and systems. In materials sciences, the studies of magnetic
domains in alloys, garnets, and minerals, and the identification of small defects
in steel and weldings, are typical fields of application. In such cases, small external
magnetic fields are often used to enhance the contrast.

Within this context, many economically extremely interesting applications may be
identified. For example, in medical diagnostics ferrofluids are applied to increase the
contrast of nuclear magnetic resonance (NMR) imaging. In NMR, the concentration of
hydrogen is measured by monitoring the spins of protons; hence, in an NMR
instrument a constant high magnetic field is superimposed by a small, high-frequency
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Figure 6.14 NMR tomography of Novikoff hepatoma in a rat liver [9]. (a) Without ferrofluid
contrast enhancement. (b) With addition of y-Fe,O3 nanoparticles as contrast enhancement.

magnetic field. The spins of the hydrogen nuclei (the protons) are oriented either
parallel or antiparallel to the magnetic field and, under the influence of the super-
imposed high-frequency field, they may “flip” into the other direction. In an NMR
system, the resonance frequency of this flipping process is measured and found to be
directly proportional to the external magnetic field. Local variations of the amount of
ferrofluid or the particle concentration cause changes in the magnetic field and,
therefore, in the resonance frequency of the protons. This leads to variations of
contrast that are more pronounced than those based on the concentration of protons
alone. A typical example of the image obtained (in this case of a Novikoff hepatoma in
rat liver) is shown in Figure 6.14. For comparison, images with and without ferrofluid
addition are shown to highlight the striking effect of ferrofluids on contrast enhance-
ment. In a more advanced version of the NMR system, the magnetic y-Fe,O5 particles
may be functionalized by using proteins that are characteristic for a certain organ or
tumor, thus providing highly tissue-specific diagnoses.
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7
Phase Transformations of Nanoparticles

7.1
Thermodynamics of Nanoparticles

Although thermodynamics may be treated on a variety of levels of complexity and
precision, here an elementary introduction is presented and, therefore, in all cases,
the simplest possible description is used, neglecting any influential factors required
for an exact description of equilibria. The influence of the vapor phase is not
considered in any of the cases. However, because of the large surface of nano-
particulate materials, energy stored as surface energy must always be taken into
account when considering the thermodynamics of systems. It will be shown that, in
many cases, the amount of energy stored at the surface is in the same range as the
energy of phase transformations in the bulk. Accordingly, surface energy controls
the stability of multiphase systems and, therefore, the Gibb’s free enthalpy must be
written as:

G=U-TS+yA (7.1)

In this equation, G, U, S, and T have their usual meanings of free enthalpy,
enthalpy, S entropy, and temperature, respectively, with each parameter always being
related to 1 mole. Here, y is the surface energy and A is the surface of the system.
(Quantities per mole are written in capital letters, those related to one particle in
lower case letters.) It was shown in Section 3.2 that, in the case of small particles, the
energy connected to the surface is in the range of the energy of formation for oxides.
Therefore, a strong influence of particle size on phase transformations is expected.
This is shown graphically in Figure 7.1 for the melting of aluminum, where the
surface energy in the solid state Ggyrface—solid = AsolidYsog and liquid state
Gurface—liquid = AliquidViiquid» and their differences, are plotted. For comparison,
the enthalpy of melting is also shown in the graph. It should be noted that, for
particles smaller than 10 nm, the surface energy of the solid or the liquid state is
higher than of the enthalpy of melting; therefore, it is clear that particle size (in this
case aluminum particles) might have a major influence on melting. In more general
terms, particle size has a significant influence on phase transformations.

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 7.1 Surface energy of solid and liquid ~ same order of magnitude as the enthalpy of
aluminum as a function of particle size and melting; thus, a significant influence of particle
enthalpy of melting. The difference in surface size on melting is expected.

energy in the solid and liquid states is of the

7.2
Heat Capacity of Nanoparticles

The heat capacity Cy per mole at constant volume is defined as
Cy = (0U/9T), = T(0S/9T),. Although, heat capacity is one of the properties
where a significant influence of particle size is expected and, in theory, is well
understood, the experimental data obtained lead to different conclusions. The first
approach to the heat capacity is to assume a “linear crystal,” as this simplified model
shows all the necessary features. Such a “linear crystal” — just a chain of atoms - is
characterized by the number of atoms N and the distance of two points in the chain,
the lattice constant g, is shown in Figure 7.2.

The vibrations of such a chain have nodes at the ends. Additionally, as the
vibrations are quantized, vibration nodes are possible only at the position of an atom.
Two parameters give the size of the crystal as L = Na. At temperatures above 0K, the
atoms begin to vibrate; as they are connected within a crystal only a limited, well-
defined, number of vibrations is possible. The finite number of lattice points defines
the limited number of lattice vibrations. Clearly, the longest half-wave that fits into
the lattice has length L and this leads to a wavelength of A.x = 2L = 2Na. The
shortest wavelength possible in such a lattice is Ay, = 2a. This is valid indepen-
dently if one considers longitudinal or transversal vibrations, with the

P m crystal size L= Na _|
L |

I+

Figure 7.2 Linear “crystal” represented by a chain of N atoms with a distance, the lattice
constant g, leading to a crystal size L= Na.
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corresponding frequencies being vay = ¢/(2a) and vy, = ¢/(2Na), where c is the
speed of elastic waves in the material. Each one of these vibrations is connected to an
energy hv, where h is Planck’s constant. In order to derive the energy of a crystal, all
energies of the lattice vibrations must be summed; hence, the thermal energy E due
to lattice vibrations of a crystal is described by:

E = Z nivih (72)

The number n; of vibrations with frequency v; is calculated using Bose—Einstein
statistics. The possible frequencies v; are a function of the particle size and the
following wavelengths are possible:

2Na 2Na 2Na 2Na 2L 2L 2 2L
/lfT,T,TP..,T or A—T,T,?,...,W (733)
This leads to the allowed frequencies:
vel—— 25 3. % NS or v=1£25 35 NS
2Na’ 2Na’' 2Na 2Na 2L° 2L° 2L 2L
(7.3b)

In Eq. (7.2) the only temperature-dependent term is the number of vibrations n; of
the frequency v;. From Eqs. (7.3a) and (7.3b) it is clear that, by reducing the particle
size, the energy of the vibrations with the longest wavelength Ap.x = 2Na = 2L (the
one with the lowest energy) increases. As these vibrations are excited primarily at
low temperatures, a reduction of the heat capacity at low temperatures may be
expected.

This simple model does not take into account the increased degrees of freedom
for vibrations of the atoms at the surface. In fact, the large number surface atoms
(see Chapter 2) may make a significant contribution to the heat capacity, provided
that the particles are sufficiently small. A precise and detailed theory of heat
capacity as a function of the particle size is provided by Malinovskaya and Sachkov
[1]. Although this theory leads, as expected, to a decrease in heat capacity with
decreasing particle size, in the case of extremely small particles — when the
particle virtually now consists only of surface — an increased heat capacity is
predicted. The results of detailed calculations for the heat capacity at 298 K are
shown in Figure 7.3, for In,05, where there is a remarkable and sudden increase
in Cyat particle sizes below about 1.2 nm. Clearly, for these sizes the calculations
showed increased degrees of freedom for almost all atoms. When used as a simple
model, it is possible to compare the degrees of freedom for the vibration of atoms
at the surface with those of a liquid.

The results of this plausible model are not reproduced directly by experi-
mental data. As an example, the heat capacity of nanocrystalline and coarse-
grained copper and palladium is depicted in Figure 7.4a and b. For both the
metals, a larger heat capacity is found for the nanocrystalline material as
compared to the coarse-grained counterpart. The material used for the mea-
surements depicted in Figure 7.4a and b was sintered, and as sintered material
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Figure 7.3 Heat capacity of In,O3 as a function of the particle size according to detailed
theoretical treatment of Malinovskaya and Sachkov [1]. Note the dramatic increase in heat
capacity for particle sizes less than 1.2 nm.

is known to have a large volume fraction of grain boundaries such an increased
heat capacity would not be too surprising. Additionally, nanomaterials have an
increased tendency to dissolve light-element impurities that, with their larger
degrees of freedom for vibration, contribute significantly to the heat capacity;
this was demonstrated by Tschope and Birringer for nanocrystalline platinum
[2]. (In this chapter, generally the heat capacity at a constant pressure, C,, is
used; as in a solid material the difference in heat capacity at constant pressure
and constant volume, Cy, is negligible.)

An increased heat capacity of nanocrystalline materials is not only found in
metals, comparable phenomena having also been observed in ceramic materials. As
an example, the heat capacity of sintered alumina with a grain size of 20nm,
compared to a coarse-grained material, is shown in Figure 7.5. In both the cases, the
material consisted of a-phase material, while a small content (about 1%) of y-phase
in the nanocrystalline sample was assumed to have no influence. In Figure 7.5, an
increased heat capacity can be seen at low temperature and, even more strikingly, at
temperatures above 250 K. The authors explained this behavior by there being an
increased freedom for vibration of the ions at the grain boundaries and stressed the
fact that the material had a reduced density of 89%, most likely due to the grain
boundaries. Although the width of grain boundaries is normally assumed to be in
the range of 1nm, even for a width of 2nm a reduced grain density must be
assumed. This explains the increased number of vibration modes and, consequently,
the higher heat capacity.

A reduced density — or more generally, a reduced degree of order — appears to be
a general phenomenon that is associated with very small nanoparticles. Its
connection with phase transformations of nanoparticles is discussed in the
following section.
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Figure 7.4 Comparative heat capacity for sintered metallic nanocrystalline materials and coarse-
grained material [3]: (a) copper materials and (b) palladium materials. In both cases, the heat
capacity for nanocrystalline is greater than for coarse-grained material.

73
Phase Transformations of Nanoparticles

In general, phase transformations are connected with changes in physical propert-
ies, and in most cases, the density of the material that is changing. In relation to
particles, a changing density means a change in the surface; hence, if the energy
connected to the surface of nanoparticles is large then these changes may have a
significant influence on phase transformations. At the temperature where a phase
transformation occurs, Tiaps, the following equilibrium condition is valid:

Uold - Ttrans Sold + yOldAold = Unew - Ttrans Snew + ynewAnew (74)
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Figure 7.5 Comparative heat capacity of nanocrystalline and coarse-grained alumina. As for
metals (see Figure 7.4), the heat capacity of the nanocrystalline material is greater [4].

where U is the enthalpy, S is the entropy, y is the surface energy, and A is the
surface of the old, respectively new, phase (always related to 1 mole). Now, the
question arises as to whether the transformation temperature is a function of
the particle size, or not. This somewhat aged question was first posed in
connection with the crystallization of organic phases at the end of the
nineteenth century. When related to nanoparticles, this problem was found
to be most important and generalized to all types of phase transformations. By
using the differences AUyans = Unew — Uold and ASirans = Snew — Sold> EQ- (7.5)
reduces to:

AGttans—nano = AUtrans - TtransAStranS + ynewAneW - VoldAOld =0 (75)

The change of surface area Apey — Agq is related to particle size; hence, when
assuming spherical particles one obtains for the surface per mol A = 6M/pd, where
M is the molar weight, p is the density, and d is the particle diameter. To do this, the
surface per mole must be calculated as a function of the particle size.

By uSing dnew/dold = (Pold/Prew)'’>, One obtains:

6M
AGtrans—nano - A Utrans - TtransAStrans + ynew d
new “*new (7 6)
6M (e _
*Voldid D =
Prnewbnew \ Pold

From the equilibrium condition, one obtains for the temperature of
transformation:

AUtans 6M 23
Tirans = t Vnew |:1 _ <yold) (pnew) (77)

AStrans B pnewdnewAStrans Y new Pold
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Therefore, using the abbreviation T.oarse = A Uprans/ A Strans for the transformation
temperature of the coarse material, one finally obtains:

2/3
1_ ()/OId) (pnew> (78)
Ynew Pold
Finally, Eq. (7.8) represents an inverse linear relationship between the reduction of
the phase transformation temperature and the particle size. Assuming that the

difference in particle size before and after transformation is small, this results in the
well-known and important relationship:

OMT coursey
AT = Teoarse = Torans = 77— =
coarse trans AnewA Ugrans Pnew

Y Tcoarse

A Ttrans - A Utrans d

(7.9)

This equation simply says that, in a first approximation, the temperature of phase
transformation changes inversely to the particle size (this is also known as
Thomson’s law [5]). As in the case of melting processes:

y Prew\
w—1_ old)(ﬂ) —1-p 7.10
(Vnew Pold ( )

is usually positive, there is a rule that melting temperatures will decrease with
decreasing particle size and this has severe consequences for phase diagrams of
nanoparticulate materials. When considering only the materials’ properties, it is
clear that 8 now rules the change of temperature for phase transformation. When
considering the inverse transformation, for 8 the inverse value must be used and
therefore a changes its sign. However, as A Uyans also changes sign, the sign of AT
remains unchanged. Here, 3 is used to compare the behavior of different materials
during phase transformation and, consequently, Eq. (7.8) is rewritten as:

Tcoarse 6M)/01d
ATtrans B AUtrems polddold ! ﬂ) (7.11)
The considerations above do not take into account the thermal expansion and
temperature dependence of the surface energy; therefore, strictly speaking, they are
valid only under isothermal conditions. Although thermal expansion brings about a
minor correction, the general laws are not changed. Castro et al. [6] extended this
approach to the melting of nanoparticles by considering thermal expansion and
temperature-dependent surface tension.
The graph shown in Figure 7.6 provides a general view of the change in melting
temperature of aluminum as a function of particle size in a double logarithmic scale.
The data in Figure 7.6 demonstrate the possibility that a material which may
crystallize well in coarse grain sizes in the nanometer range may not crystallize as
nanoparticles, as the depression in melting point due to surface energy may be
greater than the melting temperature. This phenomenon is often observed in the
case of ceramic nanoparticles such as Al,0; or Fe,O3. However, in order to estimate
this in great detail, a significantly more precise theory must be applied. Additionally,
it must also be kept in mind that the above description is insofar incomplete, as the
elastic response of the two phases in consideration is not taken into account.
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Figure 7.6 Reduction of melting temperature of aluminum as a function of particle size. Note
that the surface term causes a significant reduction in the melting temperature.

Within the context of phase transformations of small particles, the majority of
extensive studies have been conducted with respect to the melting of metal particles.
Previously, a number of extensive, theoretical studies of the melting of nanoparticles
have been conducted by Reiss and Wilson [7], Pawlow [8], Hanszen [9], and Zhao
et al. [10], with each presenting a unique theory tailored to interpret the experimental
results obtained.

A first example — the decrease of the melting point of aluminum, a low-melting
metal - is demonstrated in Figure 7.7, where experimental data on the melting point of
aluminum as a function of particle size are displayed. In Figure 7.7a the melting point
is plotted against particle size, whereas in Figure 7.7b, in association with Eq. (7.7), the
inverse particle size is selected as abscissa. Within the precision of the measured
values, it is clear that the melting point of aluminum nanoparticles follows, at least in
the size range from 10 to 40 nm, exactly this simplified theory. For comparison, the
melting temperature of coarse-grained material is indicated in both graphs.

The simplified theory for the change in transformation temperature as a function
of particle size explained above can be extended. Rearranging Eqs. (7.5) and (7.6)
allows an estimation to be made of the enthalpy of transformation as a function of
particle size:

A Utrans—nano = A Utrans + ynewAnew - yoldAold
2/3
_ AUtrans _ 6Mynew |:1 _ (yold) (pnew> :| (712)

pnewdnew Vnew Pold
This formula can also be simplified as the experimentally well-proven relation-

ship:

1
A Utrans—nano = A Utrans — COI’lSta (713)
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Figure 7.7 Melting temperature of aluminum  (a) Aluminum melting points plotted versus

as a function of grain size, according to Eckert  particle size. (b) Aluminum melting points

et al. [11]. The melting temperature of the plotted versus inverse particle size. Note the
bulk material is indicated by the bold line. inverse proportionality as described in Eq. (7.7).

which shows a decrease in enthalpy for transformation with decreasing particle size.
In addition to determining the melting point of aluminum nanoparticles with
calorimetric methods, Eckert et al. [11] also measured the enthalpy of melting as a
function of particle size (see Figure 7.8). In Figure 7.8, the enthalpy of melting is plotted
against the inverse particle size, thus confirming the linear relationship between
melting enthalpy and inverse particle size as predicted by Egs. (7.12) and (7.13).

The “perfect fits” as shown in Figures 7.7b and 7.8 are rather rare cases, and most
experimental data show more or less severe deviations. For example, Figure 7.9
a and b show the melting point of lead nanoparticles over a size range of about
3-50nm.

The data in Figure 7.9b show that the above-mentioned linear relationship
between melting point and inverse particle size is valid only for the range of
very small particles. There are many possible reasons for this deviation, including
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interaction with the surrounding gaseous atmosphere and the kinetic processes of
melting. Coombes [12] suggested that melting started in a surface layer which was
estimated to have a thickness of about 3 nm; therefore, it was not surprising that the
linear approximation fitted up to approximately 1/d =0.145 nm ™!, corresponding a
particle diameter of approximately 7 nm.

By replacing surface energy with the solid-liquid interface energy, the Thomson
equation explains, in a simple manner, the supercooling of liquids without nuclei
for crystallization, as in order to form the first crystal nuclei (homogenous
nucleation) the temperature of the melt must be reduced to a level where the
smallest nuclei are formed.

When considering the crystallization of metal nanoparticles, the phase transfor-
mation (where the largest pool of experimental data exists) for most examples
produces 3 values of less than 1 (see Eq. (7.10)). If § is less than 1, the freezing point
decreases with decreasing particle size and vice versa. Some typical values are listed
in Table 7.1.

As might be expected, the 8 values in Table 7.1 are generally less than 1 and,
therefore, the melting point is seen to decrease with decreasing particle size.
Bismuth might be an exception here, as it shows a volume expansion during
crystallization (as does water); however, as the published data for bismuth are
wide-ranging such an estimation would be meaningless. Owing to even more
unreliable data, similar estimations — as are displayed for some metals — are not
shown for ceramic materials. This situation may be entirely different for small
metal particles in another liquid metal, where an increase in the melting point
with decreasing particle size is often expected and observed. The situation may be
entirely different for the phase transformation processes of nanoparticles in a
solid matrix, as it must also be considered that the surrounding matrix, which
confines the particles, would hinder any volume expansion [13]. Furthermore, the
preceding considerations are valid assuming isothermal conditions. In the case of
an adiabatic enclosure, the situation is, as described in Section 7.7, entirely
different.

A decrease in the melting temperature for nanoparticles is also assumed for
ceramic particles. It is well known that some ceramic nanoparticles show a size limit
for crystallization which, in the case of alumina (Al,0O5) is 8 nm and for iron oxide
(Fe,03) is 3nm. In the case of zirconia (ZrO,) this limit is well below 1 nm.

Table 7.1  Characteristic () constants (according to Eq. (7.8)) responsible for changes in the
liquid—solid transition temperature for metals, as derived from their materials data.

2/3 2/3

Metal Yiiquid Psolid Psolid. Yiiquid (* Psolid
Ysolid Pliquid Pliquid Vsolid \ Pliquid

Copper 0.90 1.11 1.07 0.97

Gold 0.87 1.11 1.07 0.93

Silver 0.82 1.12 1.08 0.89
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For ceramic materials, the monoclinic—tetragonal transformation of zirconia is
often studied as a function of the particle size. At room temperature with particle
sizes in the micrometer range, zirconia is monoclinic and transforms at 1475 K to
the tetragonal phase, and later at 2650 K into the cubic phase. However, by adding
metals with valencies of 2 or 3 it is possible to shift these transformations to lower
temperatures. The most successful method for stabilizing the tetragonal and cubic
phases is the addition of Y,0; and MgO. As zirconia dissolves yttria (Y,03) and yttria
stabilizes the tetragonal phase, it would be interesting to see how the particle size
and yttria content might influence the monoclinic—tetragonal transformation. Such
experimental findings are shown graphically in Figure 7.10.
1200
3 . X
¢ 1100 W% yttrial
= [ 5] X 15
‘a‘s_ 1000 F X1 e
g s X 05
S g0l ] x 0 |
= [
g 800
L [ X L —
@ 700 e
@ I / (a)
s [ >
80 100 120 140 160 180 200 220 240
particle diameter [nm]
1200 [
Y [
@ 1100 | —
® 1100 | o ———
2 t wt% yttria
S oo b X 15 T
2T X b
G [ | X o >\\>g
S 900 —
2 i \
g 800 . oz
S 3 Y
2 700 | >
g | " T~ ®
600 —V——t——
0.004 0.006 0.008 0.01 0.012
(particle diameter)-1 [K-1]
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In Figure 7.10a, it is clear that the temperature of transformation decreases as the
particle size decreases, and that an increasing yttria content has a similar influence
to that of a reduced particle size, which is exactly the expected behavior. It is very
surprising that, in Figure 7.10b, the transformation temperature plotted as a
function of inverse particle size is strictly linear, especially as most of the particles
are more than 100nm in size. These results show that, despite a relatively large
particle size, the simplified transformation law of Eq. (7.8) is still valid, perhaps due
to the high surface energy of the ceramic material. Furthermore, this is a martensitic
transformation, where the whole particle transforms nearly instantaneously. Hence,
there is no surface layer, initiating the transformation. The strong influence of yttria
additions on the transformation temperature is also clearly visible.

Although the reduction in transformation temperature is found not only in free
particles but also in sintered bodies, experimental evidence to support this is much
more difficult to obtain due to grain growth occurring during sintering. Mayo et al.
[15] have demonstrated a decrease in the temperature of the tetragonal-monoclinic
transformation of yttria-doped zirconia with decreasing particle size (see Fig-
ure 7.11). As noted in the case of free particles, yttria additions act like a reduced
grain size and consequently for yttria-free zirconia this phenomenon was not
observed due to the large grain size. For yttria contents in the range of 0.5 to
1.5 wt%, the linear decrease in transformation temperature with the inverse grain
size, as derived from Eq. (7.8), has been clearly demonstrated.

Suresh and Mayo [14] determined the enthalpy of the phase transformation by
using calorimetric methods, some characteristic features of which are shown in
Figure 7.12. Initially, a significant decrease in the absolute value for the enthalpy of
transformation with increasing yttria content is apparent, as might be expected since
the transformation temperature decreases with increasing yttria content. For all
levels of yttria doping, and for decreasing particle sizes, the enthalpy of
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Figure 7.11  Monoclinic-tetragonal transformation of yttria-doped zirconia as a function of
inverse grain size. Unlike Figure 7.10b, the material was sintered [15]. These data also verify the
validity of Eq. (7.8).
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size [14]. Note that Eq. (7.8) is fulfilled only for

transformation remained constant until a particle size was reached where the
influence of the surface sets in. However, such a particle size is larger than that
where the 1/d relationship for the tetragonal-monoclinic transformation tempera-
ture is valid (see Figure 7.11). A further decrease in particle size greatly increases the
enthalpy of transformation. Based on the data in Figure 7.12, it is clear that a
complete theoretical description must also explain this sharp transition, but
obviously, the simple theoretical approach leading to Eq. (7.8) is not sufficient.

7.4
Phase Transformation and Coagulation

At this point it should be considered whether a phase transformation might be
caused by the temperature flash that occurs during the coagulation of two particles
(see Section 3.2). The situation for the coagulation of two aluminum particles of
equal size at room temperature is shown in Figure 7.13, together with the melting
point of the coagulated particle with the diameter dcoagulated = 2134,

In Figure 7.13, the temperature of the coagulated particle is plotted, starting from
room temperature (300K). Clearly, below a limit of approximately 6nm, the
temperature of the melting point is exceeded during coagulation and this explains
why small metal nanoparticles are always found as perfect spheres. The melting
point of aluminum falls below 300 K but, in the case of metals, amorphization is not
observed. This represents just one point where, probably, the simplified theory
applied is no longer valid, although for many metals it is often observed that small
clusters may have structures that differ from those found in the bulk material. This
situation is discussed in the following section.



7.5 Structures of Nanoparticles

900 |
[ ee——T" |
- /
X 700 H
) I / -
5 3 — temperature after coagulation
= [ / — melting point of the coagulated particle
S
o 500
o [
E -
i) [
300 /
100 L 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50

particle diameter [nm]

Figure 7.13 Temperature after coagulation of two aluminum particles of equal size. The melting
temperature of aluminum nanoparticles is plotted as a function of particle size. Temperature
flashing during coagulation may cause melting of the coagulated particle.

7.5
Structures of Nanoparticles

The phenomena described above for zirconia are not restricted to compounds with
comparatively “simple” structures. In the case of zirconia, the temperature of phase
transformation was found to decrease with decreasing particle size, which led to the
fact that the tetragonal phase — a high-temperature phase — is found at room
temperature. Additionally, in the case of particles with sizes less than 5 nm the cubic
phase is quite often found. Ayyub et al. [16] drafted a rule that stated that with
decreasing particle size, nanoparticles prefer the phase with a higher symmetry. As,
in general, the latter phase is the high-temperature phase (the phase with the highest
entropy), this led to the proposition that nanoparticles would tend to crystallize in the
high-temperature phase, provided that they were small enough. (Here it is necessary
to explain the term symmetry as it is used in connection with entropy. In contrast to
the concept of symmetry in geometry or crystallography, where well-defined,
discrete points must be aligned, in statistical thermodynamics the symmetry of a
system is higher; more permutations are possible, independently of the actual
feasibility. Having this in mind it is obvious that a gas has the highest possible
symmetry and, hence, the highest entropy.) This concept is outlined in the following
section, using a few ceramic materials as examples.

Ayyub et al. [16] reported the details of lattice constant determinations for Al,0;
and Fe,03. These two oxides have common characteristics, with conventional grain
size at room temperature; both crystallize in the hexagonal a-phase and in both
cases the cubic y-phase is observed at high temperatures. Although alumina has a
few more intermediate phases, these are not discussed in this context.

The sequence of phases is shown diagrammatically in Figure 7.14, where the
normalized unit cell volumes are plotted as a function of the particle size. This
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of grain size [16]. Normalization provides a temperature structures as the particle size
constant number of formula units per unit cell;  decreases is clearly visible.

otherwise, comparison is impossible. In the

normalization is necessary, as a valid comparison of unit cell volumes of different
crystallographic structures is possible only based on a constant number of formula
units (=molecules). When considering the phases, in both cases, the decreasing
particle size has the same influence as increasing the temperature, which means
that small nanoparticles crystallize in the high-temperature structure. Exactly the
same phenomenon as shown here for Al,0; and Fe, 03 is also found with zirconia.
Figure 7.14 also demonstrates an additional influence of the decreasing particle size:
in contrast to metallic nanoparticles (see Section 3.2), the lattice constant increases
in the case of oxides, indicating that the structural changes are caused by the huge
surface-to-volume ratio, as the surface of ceramic particles is completely covered
with anions (which always carry negative electrical charges). This is clearly visible in
the case of the y-phases and also to a minor extent in the other phases.

This phenomenon is not restricted to compounds with comparably simple
structures; rather, it is also found in the case of more complex structures, with
typical examples being ferroelectric or antiferroelectric compounds. At high tem-
perature, these compounds are cubic; however, by reducing the temperature, there
occurs a transformation to the tetragonal perovskite structure, which is ferroelectric
below the Curie point. This technologically extremely important class of compounds
shows, as nanoparticles, an unusual pattern of phase transformation for the cubic—
tetragonal transformation. Comparable with Al,O; or Fe,0s, and zirconia, particle
size plays a similar role as temperature. In all cases, the phase transformation is
significantly influenced by the particle size.

In Figure 7.15, the lattice parameter of nanoparticulate BaTiO; (a ferroelectric
material with a perovskite structure) is displayed as a function of the annealing
temperature As for the cases discussed above, at small particle size BaTiO; crystallizes
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nanoparticulate BaTiOs, a ferroelectric material  increasing grain size. All lattice parameters
with perovskite structure, as a function ofthe ~ were measured at room temperature, and
annealing temperature [17]. During annealing,  particle sizes determined by electron

grain growth occurred; hence, an increasing microscopy. For details, see text.

in the cubic, high-temperature structure. The lattice parameters are measured after the
annealing process at room temperature. In Figure 7.15 the decrease in the lattice
parameter with increasing annealing temperature can be clearly seen; this is equivalent
to an increasing particle size, as the particle size was increasing during annealing. The
starting grain size was less than 10nm. Figure 7.15 is remarkable for two features:
(i) with an increasing annealing temperature, equivalent to an increasing grain size, a
decrease in the lattice constant of the cubic phase occurs, and (ii) there is a
quasicontinuous transition from the cubic phase to the tetragonal phase. The grain
sizes (35, 100 and 400 nm) were determined using electron microscopy.

Both findings — the decrease in the lattice constant with increasing particle size
and the continuous or at least quasicontinuous transition from the cubic to the
tetragonal distorted phase — are unusual. In conventional materials, phase transfor-
mations are characterized by an abrupt change in structure and the lattice constant is
independent of the grain size. By evaluating the X-ray diffraction profiles of Frey and
Payne [17] with respect to lattice constant and grain size, and combining this with
the data for the lattice constant given in Figure 7.15, one obtains the dependency of
the lattice constant as a function of the particle size for the cubic phase. This is
displayed in Figure 7.16. The remarkable increase in the lattice constant observed
for particle sizes below about 10nm is explained by completing the chemical
reaction and the release of residual reaction products. Frey and Payne showed
this by chemical composition; however, the decrease in the lattice constant within
the range of 10-22 nm was clearly a function of the particle size. Essentially the same
phenomenon is also observed with other ceramic nanoparticles.

The continuous transition from cubic to tetragonal phase of compounds with a
perovskite structure as a function of the particle size is observed quite often. A
further example is provided in Figure 7.17 for antiferroelectric PbZrO,4, where the
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Figure 7.16 Lattice constant of BaTiO3 in the cubic structure as a function of particle size [17].
The lattice constant decreases with increasing particle size. Values in the shaded area were
deemed unreliable as the material was not completely reacted.

pseudotetragonal distortion, the a’/c’ ratio, is plotted against the particle size.
(Although PbZrO, is orthorhombic, a pseudotetragonal unit cell may be defined
with the constants @’ = a/v/2 = b/(2v/2) and ¢ = ¢/2). The ratio a' /¢’ describes the
deviation from cubic symmetry; hence, ata’/c’ = 1 the material is cubic. As shown in
Figure 7.15, the data in Figure 7.17 illustrate a continuous decrease in the &’/c’ ratio
in the direction of a cubic cell, which is achieved at particle sizes of approximately
90 nm. The paraelectric-antiferroelectric transition, which is observed at 500 K for
materials with a conventional grain size, occurs with a particle size below approxi-
mately 800 nm at room temperature.

The continuous transition from one phase to another (distorted) phase, in
combination with an increase in the lattice parameter with decreasing particle
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Figure 7.17 Pseudotetragonal distortion and  increase in temperature. The paraelectric, cubic
the transition paraelectric-antiferroelectric of ~ phase was the high-temperature phase; the
PbZrO, as a function of grain size [16]. A antiferroelectric, tetragonal distorted phase was
reduction in grain size had a similar effect as an  the low-temperature phase.
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size, appears to be general and was even observed for high-temperature super-
conductors [16]. Whenever materials exhibiting phase transformations are analyzed,
the same observations are made: with decreasing particle size, a transition to the
high-entropy (usually high-temperature) phase is observed. Additionally, it is
remarkable that in many phase transitions, first-order transitions in the case of
coarse materials, the lattice changes, looking at nanoparticles, are continuous and
not, as has been observed for conventional materials, abrupt in nature. (According to
Ehrenfest, a phase transition is of the nth order if the (n — 1)th derivative of the free
enthalpy G with respect to temperature, volume, or pressure is continuous, whereas
the nth derivative is discontinuous.) This behavior is quite strange, although in this
context it must not be forgotten that the determination of phases and particle sizes is
usually made from an evaluation of X-ray diffraction line profiles. There are,
however, two points that cause these evaluations to be problematic: (i) the tetragon-
ality of the structures is very small and (ii) in the case of small particles the
diffraction lines, which are broadened due to the small particle size, are not split.
This makes it difficult to decide whether a diffraction line profile consists of a split
line of the tetragonal phase or whether it is a superposition of the diffraction lines of
the tetragonal and cubic phases. In the latter case, the transition from one phase to
the next would not be quasicontinuous but rather abrupt, possibly superimposed by
fluctuation processes between the two phases.

7.6
A Closer Look at Nanoparticle Melting

When discussing the melting of nanoparticles, the point was mentioned that in the
case of larger particles the melting process starts from a thin surface layer. In case of
lead, a value of approximately 3 nm was found for the thickness of the surface layer.
Hence, the question arises of how this behavior, which is so fundamentally different
compared to that of particles with conventional grain sizes, can be explained. Chang
and Johnson [18] showed, on the basis of theoretical considerations using Landau’s
parameter of ordering M, that small nanoparticles do not have the degree of ordering
thatis observed in bulk materials. In that case, the ordering parameter is defined ina
way that the value is 1 for ideal crystals and 0 for the melted phase. Chang and
Johnson [18] also provided a formula to calculate this order parameter M (e.g., tin) as
a function of the radius and particle sizes. In Figure 7.18, M is shown as a function of
the radius for particles of different sizes. In the case of large particles (e.g., radius
10nm), a perfect ordering is achieved in the interior of the particle and a reduced
ordering close to the surface. The thickness of this layer with reduced ordering is
approximately 3 nm. When considering very small particles (e.g., those with a radius
of 1 nm), a perfect ordering is not attained even in the center of the particle. In such a
case the maximum ordering would be less than 0.3, which means that small-sized
particles would act more like a melted material than a crystallized one. By applying
this theory, Chang and Johnson were able to fit the data for size-dependent melting
point of tin quite well.
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Figure 7.18 Landau’s order parameter M for  the interior to the surface. For perfectly
nanoparticles of tin as a function of radius and  crystallized particles M = 1; for melted particles,
particle size [18]. The degree of order decreased M =0.

with decreasing particle radius and also from

In order to demonstrate this phenomenon in greater detail, a graph showing the
degree of ordering at the surface and in the center of particles with different radii is
shown in Figure 7.19. The data in Figure 7.19 make it clear that in this case, tin
particles of less than 10 nm diameter never reach the ordering as it is observed in bulk
materials. This also explains the experimental findings that larger nanoparticles begin
to melt from a surface layer, whereas the smaller nanoparticles melt as a whole.

In addition, there appears to be a steady increase in the ordering parameter at the
surface with increasing particle size; consequently, similar phenomena in materials
with conventional grain sizes cannot be expected. Furthermore, because of the
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Figure 7.19 Landau’s order parameter M in the center and at the surface of nanoparticles [18].
Small nanoparticles with radii less than 5 nm never show perfect crystallization.
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rather liquid-like structure of the surface of small nanoparticles, one may expect a
reduced difference of the surface energy between the solid and the liquid state.

From the examples given above, it seems clear that, as with many other phase
transitions, the melting of nanoparticles is a gradual rather than discontinuous
process. This is consistent with the experimental determination of the melting point
of lead nanoparticles [12] and the transition from the cubic to tetragonal phase of
BaTiO; [17]. However, despite this being an extremely successful way of describing
and interpreting phase transitions, it is important to realize that the order parameter
M is a mathematical construct that is dependent on an external parameter — the
correlation length — which is chosen freely to fit the experimental data.

Although until now those considerations that have been made were purely ther-
modynamic in nature, nanoparticles are so small that thermal fluctuations are in fact
observed. Typical examples of these phenomena are superparamagnetism and its
analog, superferroelectricity (see Section 8.1), and electron microscopy studies on the
melting of small metal nanoparticles have provided information on similar phe-
nomena. A series of electron micrographs of 2-nm gold particles, recorded over a
period of 5min, is shown in Figure 7.20, and illustrates the changing shape and
structure of the particle. It should be noted that the relatively “poor” quality of these
images is due to the extremely short intervals (1/60s) between frames; nonetheless,
the quality of these images is excellent and cannot be overestimated.

The particle shown in Figure 7.20 changes its shape from single twins (a, d, and i) to
multiply twinned icosahedral particles (b and h) and to cuboctahedral particles (e, f,
and i). In all cases, the lattice visible fringes correspond to the (111) lattice plane. The
temperature of the gold particle was not significantly higher than 370 K and the series

Figure 7.20 Series of electron micrographs of  single twins (a, d, and i) to multiple twinned
2-nm gold particles [19], taken at intervals of icosahedral particles (b and h) and further to
1/60's. The images show spontaneous changes cuboctahedral shapes (e, f, and i).

in particle habitus (fluctuations) at a (Reproduction with permission by Sumio lijima
temperature of approximately 370 K, from and the American Physical Society.)
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of images suggests a thermal instability. Clearly, the difference in free energy of
the different particle shapes is so small that they are energetically more or less
equivalent.

Based on such a concept, Ajayan and Marks [20] developed a thermodynamic
description of this phenomenon by calculating the free energy of the particles as a
function of the shape and twinning. These calculations led to the proposal that a
correlation exists between particle size and shape, and temperature. A phase
diagram proposed by these authors showed clearly separated ranges for particles
of different shape, single crystals, and multiply twinned crystals. In addition, a size
range was indicated where the energy differences between these different possible
shapes were so small that a fluctuation occurred between the different shapes. This
phase diagram, for gold nanoparticles, is shown in Figure 7.21.

This new type of phase diagrams suggests that, for sufficiently small particle sizes
and at not too high a temperature, single crystals are never stable. Rather, at the
lowest temperature, multiply twinned icosahedral particles are the most stable form.
By increasing the temperature, one enters the region where the most stable particles
are multiply twinned decahedrals, although prior to melting there is a large range of
particle sizes and temperatures where the particle may change either its phase or
habitus. Ajayan and Marks [20] termed materials in this range “quasimelted.”

The phenomenon of quasimelting is observed thermodynamically in the size and
temperature range where crystallized material is expected. In fact, a related
phenomenon might be expected on the side where thermodynamics anticipates
a melted material, and indeed Oshima and Takayanagi [21] observed this phenome-
non. Three series of electron micrographs of a 6-nm diameter tin particle are shown
in Figure 7.22, where panels (a)—(f), (g)—(l), and (m)—(r) have 1/60 s time differences,
respectively, from frame to frame. Within each frame, the crystal embryos can be
seen appearing and disappearing.
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Figure 7.21 Phase diagram of gold nanoparticles, showing regions of different well-defined
habitus. A region termed quasimelt is also indicated where the particles change their habitus
spontaneously [20].
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Figure 7.22 Series of electron micrographs of  (frames c and m). The phenomenon of

tin particles taken at intervals of 1/60s [21]. In  “pseudocrystalline particles” can be attributed
these images the appearance and to a well-defined particle size-temperature
disappearance of small crystallized regions, range in a phase diagram. (Reproduced by

called embryos, can be seen within the particles permission of Springer.)

These tiny crystals are visible in frames (c) and (m); however, this is not to say that
they are the only crystals and do not appear in the other frames. It is possible —and also
highly probable —that their orientation is such that the lattice fringes are not observable.

The crystallized zones within the melted particles, as observed by Oshima and
Takayanagi[21]are, with high probability, the nuclei, where, alsoin case of bulk materials,
crystallization starts. Based on many observations, as presented in Figure 7.22, the
authors were able to design a phase diagram where the size and temperature
range characteristic for the appearance of these crystal embryos is approximately
localized. Such a phase diagram, for tin nanoparticles, is shown in Figure 7.23;
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Figure 7.23 Temperature—particle size phase  drawing of the pseudocrystalline particles is
diagram for tin nanoparticles according to also shown. In the region denominated as
Oshima and Takayanagi [21]; conditions as crystalline quasimelt, the particles fluctuate
noted for pseudocrystalline particle formation  between the different possibilities of their
in Figure 7.22 were observed. A schematic habitus.
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an inset shows a schematic drawing of the particles according to Figure 7.22c or m
in the pseudocrystalline region.

The region where the crystal embryos occur is referred to by the authors as
“pseudocrystalline.” Clearly, the range of the pseudocrystalline phase is beyond
the line given by T,ano=0a-(b/d), the thermodynamic boundary of melting
derived from Eq. (7.8). Until now, it has not been clear whether this severe
deviation from the elementary description is due to an insufficient experimental
database or if the simple theory of melting is not applicable. It is important to note
here that, in the whole range denoted as crystalline quasimelt, fluctuations
between different particle shapes occur. This is essentially the same observation
that was described by Ajayan et al. [20] as quasimelted in the case of gold particles.
It is important to realize here that Oshima and Takayanagi [21] showed that
instabilities occurred on both sides of the thermodynamic limit, between the
crystalline and the melted phases.

The phenomenon of pseudocrystallinity is not limited to metallic particles.
The appearance of crystal embryos in amorphous WO; particles is shown in
Figure 7.24, where the crystal embryos are indicated by arrows. It is remarkable
that in the case of this oxide, the crystallized nuclei (embryos) are larger than the
ones in metallic nanoparticles. The appearance of small, crystallized regions in
an amorphous matrix was also observed in other oxides such as Cr,0;.
Obviously, this is a very general phenomenon, not restricted to metallic
nanoparticles.

Figure 7.24 Occurrence of crystal embryosin  seen to be larger than those of metallic particles
WO3 nanoparticles. This phenomenon is (¢f- Figure 7.20) (Vollath and Szabd, KIT,
observed in both metallic nanoparticles and Germany; unpublished results).

ceramic particles. The crystallized nuclei were
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7.7
Structural Fluctuations

Based on the fluctuations described above, leading particle size-dependent
phase diagrams may be explained by simple thermodynamic considerations. The
simplest case of fluctuations — superparamagnetism (see Chapter 8) — is observed
when the thermal energy kT (k is the Boltzmann constant and T is the tempera-
ture) is larger than the energy of magnetic anisotropy Kv (K is the material-
dependent constant of magnetic anisotropy and v is the volume of the magnetic
particle). Fluctuations, in this case superparamagnetism, occur when the
condition:

Kv < kT (7.14)

is fulfilled. It is clear that the conditions in Eq. (7.14) are fulfilled only for sufficiently
small particles.

In the case of structural fluctuations, it is necessary to examine more closely the
thermodynamics in the vicinity of a phase transformation [22]. Such a situation is
shown graphically in Figure 7.25, where the free enthalpy G, for phase 1 and G, for
phase 2 are plotted against the temperature. The transformation temperature Tiy,ps
is assumed at the intersection of the two lines representing G; and G,.

In order to transform the phase at any temperature different from the transfor-
mation temperature, the threshold AGy,reshola must be overcome. As each particle
fluctuates individually, then when considering one particle this energy threshold is
given by

m
Ag threshold — A Gthreshold M (7 .15 )
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Figure 7.25 Free enthalpy as a function of temperature in the vicinity of a phase transformation.
Two areas occur where phases 1and 2 are stable. However, when Ag,, ... .14 < kT is fulfilled,
spontaneous fluctuations of the individual particles are possible.
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In Eq. (7.15), m is the mass of the particle and M is the molar weight. As criterion
for thermal instability of a single particle, the onset of fluctuations, the following
relationship is valid [22]:

| Aghrestnoia| < KT (7.16a)

In Eq. (7.16a) it is necessary to take the absolute value of the difference of the free
enthalpy because fluctuations in both directions must be considered. Furthermore,
as G; and G, are linear functions of the temperature, the system is symmetric with
respect to Tipans, leading to:

| Aeshotd| ¢ IT — Tisans| (7.16b)

Neglecting any kinetic influences, this equation states that when approaching the
transformation temperature from either side, the probability for fluctuations is
equal and is simply dependent on the distance to the transformation temperature.

In the following section, the consequences of these assumptions are explained,;
however, in a first approach, thermal expansion is neglected.

As an example, phase transformations (e.g., melting of particles) are used to
explain the basic principles. For reasons of clarity, these considerations are restricted
to the isothermal case and to do this it is assumed that the particles are embedded in
an infinite isothermal bath.

Initially, the transformation temperature of small particles is estimated, which led
to Egs. (7.8) and (7.9). In order to obtain the temperature limits of fluctuations
between the two phases, it is necessary to expand Eq. (7.16a):

ﬂdralewpnew ﬂdflewpnew
Agtrems—mno = AUtrans T — TAStans GT T Vnew dlzqew
— Youdgq= kT (7.17)

From Eq. (7.17) one obtains for the temperature of the onset of the fluctuations as
a function of the particle size:

6M 6M [ Poew)
AUtrans + Vnew d — Yold d < )
Tﬂuct — new Pnew Prewbnew \ Pold (718)
6M
AStrans + k -3
newpnew
Except for the term k = 6M/atd}_ ppew = O, Eqs. (7.8) and (7.18) are identical in

terms of the denominator. As the Boltzmann constant k is very small, this term is
influential only at very small particle sizes. In the case of increasing particle size, the
size-dependent term 6 in the denominator approaches zero faster than the surface-
related terms in the numerator. Therefore, with increasing particle size, the
temperature of the onset of fluctuations Tgy. approaches asymptotically the
temperature of transformation Ti.,s. In order to observe fluctuations, the two
terms in the denominator must be of similar size; when the particle size approaches
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zero, the fluctuations characterize the system. Therefore, Eq. (7.18) reflects the well-
known fact that besides geometry, fluctuations are ruled only by the entropy of
transformation ASy.ns O also has the dimension of entropy.

A phase diagram designed by using Eqs. (7.9) and (7.12) resembles those
calculated by Ajayan and Marks [20] for the phase limits of the quasimelt. However,
when examining the experimental results reported by Oshima and Takayanagi [21],
it is possible that these equations do not describe the experimental findings. One
reason for this discrepancy might be that the denominator in Eq. (7.18) is not
constant, and indeed both experimental indications and theoretical results [18] have
shown that the thermodynamic quantities AUy,pns and ASy.,s are particle size-
dependent. This is necessary because it has been well documented experimentally —
and backed up by theory — that small particles, notably those less than 5 nm, show an
inherently high degree of disorder which increases with decreasing particle size.

In general, one never analyzes the behavior of a single particle, but rather that of a
system of many particles, termed an ensemble. Here, the use of a central theorem of
statistical thermodynamics — the ergodic theorem — simplifies the task. (According
to Boltzmann and Gibbs, in an ergodic system a time average can be replaced by an
ensemble average, when phase transformation occurs from one level (old phase) to a
second level (new phase). In a simplified way, this says that there is no difference if
one performs an experiment n times with one particle or one time with n particles.)
The probabilities of the relative time periods can then be measured either with one
particle in two different phases, or with an ensemble of particles, the numbers of
which can be counted in each phase.

In a two-level system, based on statistical thermodynamics, it is known that the
probability of occupation for the two levels, which is in an ensemble of many
particles equal to the fraction, is:

—(G, — G
Py =1 =exp {%} = exp(—AGyans),c2 =1 — ¢4 (7.19)

where G; = U; — TS;, € {1,2}. Consequently, the occupation of the second level is c,.

At this point the melting of gold nanoparticles is cited as an example. As great
uncertainty exists regarding the material data of nanoparticles, experimental results
on the melting of gold nanoparticles have been used to determine such data
appropriate to nanoparticulate gold. Among many reports, that of Castro et al.
[6] was selected, from which Figure 7.26 shows the melting temperature of gold as a
function of the inverse particle size.

Except for three points, which related to particle sizes less than 1nm, the data
followed a straight line when the melting temperature was plotted against the
inverse particle size. The melting points for these small particles were at near-
constant temperature (points shown as “Castro et al. II” in Figure 7.26). These
outliers, indicating a breakdown of these simple considerations, were omitted from
an evaluation of the material data, after which Eq. (7.8) was used to determine the
enthalpy and entropy of transformation.

To calculate the graph in Figure 7.27, for the surface energy yj;qua and ya, the
values were taken from the consistent data sets of Miedema and Boom [23,24] as
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Figure 7.26 Melting temperature of gold nanoparticles [6].

Yeolid = 1.55 — 1.4 x 107*T and Viquid = 1.34 — 1.6 x 107*T (withy inJm *and T
in K). For all the other thermodynamic constants, standard values were taken. The
calculations resulted in an enthalpy of transformation A Uyaps = 13230] mol 'andto
an entropy of transformation A Sy, = 9.97 JK~! mol ™. The fractions of solid and
liquid 1.4-nm gold nanoparticles, using Eq. (7.19), are shown in Figure 7.27. By
determining the relative amounts of solid and melted particles as a function of the
particle size, itis possible to calculate phase diagrams where two-phase regions caused
by fluctuations are indicated.

In experimental reality, results resembling to the calculated curves depicted in
Figure 7.27 do not exist. The reason for this finding is found in the fact that the transport
of heat (e.g., released during the freezing process) takes more time than the phase
transformation. Therefore, phase transformations of ensembles of nanoparticles will
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Figure 7.27 Number fractions of gold particles with a diameter of 1.4 nm. Both phases are stable
over a broad temperature range [22].
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never occur isothermally; rather, they are, at least to some extent adiabatic. Looking at
adiabatic processes in ensembles, two cases must be distinguished: one may assume
that the whole ensemble is in an adiabatic enclosure, the “global case,” or each particle
has its own adiabatic enclosure, the “local case” [22]. Figure 7.28a and b displays results
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Figure 7.28 Course of the concentration 2 are those where fluctuations may be
observed during phase transformation as observed. (b) Appearance of the concentration
function of temperature [22]. (a) General plot in case of “global enclosure.” The
features in case of “local enclosure.” In this characteristic ranges, passed during heating or
graph, the different ranges are indicated. The cooling, as well as the ranges of fluctuation, are
range with positive slope values is usually indicated. The upper fluctuation range AT > 0
considered as not accessible; this is the range  is connected to the heating cycle, whereas the
of bistability, as range 2 concentrations with lower fluctuation range AT < 0 is associated to

positive slope cannot be realized the cooling cycle.
experimentally. The concentration ranges 1 and

163



164

7 Phase Transformations of Nanoparticles

of calculations for the course of the concentrations as function of the temperature. Itis
important to realize that in the adiabatic case, one always has to distinguish between the
heating and the cooling case. Looking at the case of local enclosure, depicted in
Figure 7.28a, one realizes a broad range of bistability. In general, ranges like the one
with positive slope values are experimentally not accessible; hence, the vertical tangents
limit the temperature range of bistability (range 2). The concentration ranges between

Heating cycle [
Cooling cycle [

S P e =+ solid phase

> F B ¢ ‘ ;‘ |

2 E -
£ | 2\ =
2 | £ e
£ I =l | IS
i 3

g ¥ R liquid phase

s fl@

05 06 07 08 09 1 1.1 12 13
reduced temperature T/Tmelt

Heating cycle
Cooling cycle

diffraction line intensity [a.u.]

200 400 600 800 1000
temperature [K]

Figure 7.29 Experimental results obtained matrix obtained by Xu et al. [25]. In this graph,
during melting and crystallization of metallic as temperature, the ratio of the actual

particles in silica matrix. The concentrations temperature over the temperature of the

were determined by measuring the intensity of  melting point of the bulk material is given.
X-ray diffraction lines. (a) Melting and (b) Melting and crystallization of InSb particles

crystallization of germanium particles with an ~ with an average diameter of about 20 nm in
average diameter in the range of 5nm in silica  silica matrix obtained by Tetu et al. [26].
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1, respectively 0, and the points of contact of the vertical tangents (ranges 1 and 3) are
the ones where fluctuations occur. Experimentally, during a heating or cooling process,
when the point of contact is reached, the concentration jumps immediately to the stable
branch, as indicated by arrows in Figure 7.28a.

The situation is less complex in the case of the global enclosure. As may be seen in
Figure 7.28b, a global enclosure leads to hysteresis between the heating and the
cooling cycle, when the temperature of phase transformation is passed. Figure 7.28b
displays a broad temperature range where the transformation occurs. Furthermore,
one has to distinguish a lower and an upper fluctuation range on both sides of the
transformation range. The branch indicated by AT < 0 is connected to the low-
temperature phase, whereas the other branch, indicated by AT > 0, refers to the
high-temperature phase.

Looking at experimental results, one finds types resembling one or the other type
of enclosing in Figure 7.29a and b. Certainly, experimental reality never reflects the
pure types, as they are result from computing. Nevertheless, the graph based on results
obtained on melting of germanium particles in silica, reported by Xu et al. [25] comes
close to the case of local enclosure as depicted in Figure 7.28a. This result may be
understood quite well, as the thermal conductivity of germanium is certainly higher
than that of silica. The reasoning of the data displayed in Figure 7.28b is not that
straight forward. In this case, melting and freezing of InSb particles in silica (Tetu et al.
[26]) is displayed as a function of the temperature. Yes, this graph is quite similar to
Figure 7.28b, the global case. However, the different behavior, as compared to the case
of germanium in silica, can be explained only by the poorer thermal conductivity of
InSb particles as compared to the previous case. Furthermore, the germanium
particles were significantly smaller than the InSb particles. This difference in size
may act in the same direction as the difference in thermal conductivity.

References

—_

Malinovskaya, T.D. and Sachkov, V.I. (2003)

Russ. Phys. J., 46, 1280-1282.

2 Tschépe, A. and Birringer, R. (1993) Philos.
Mag. B, 68, 223-229.

3 Rupp, J. and Birringer, R. (1987) Phys. Rev.,
36, 7888-7890.

4 Wang, L., Tan, Z., Meng, S., Liang, D., and
Li, G. (2001) J. Nanoparticle Res., 3,
483-487.

5 Thomson, W. (1871) Philos. Mag., 42,
448-452.

6 Castro, T, Reifenberger, R., Choi, E., and

Andres, R.P. (1990) Phys. Rev., 42,

8548-8556.

Reiss, H. and Wilson, I.W. (1948) J. Colloid

Sci., 3, 551-561.

8 Pawlow, P. (1908) Z. Phys. Chem., 65, 1.

~N

9 Hanszen, K.-J. (1960) Z. Phys., 157,
523-553.

10 Zhao, M., Zhou, X.H., and Jiang, Q. (2001)
J. Mater. Res., 16, 3304-3308.

11 Eckert, ., Holzer, J.C., Ahn, C.C,, Fu, Z.,
and Johnson, W.L. (1993) Nanostruct.
Mater., 2, 407—413.

12 Coombes, C.J. (1972) J. Phys. F, 2, 441-448.

13 Vollath, D. (2012) Int. J. Mater. Res., 103,
278-282.

14 Suresh, A. and Mayo, M.J. (2003) J. Mater.
Sci., 18, 2913-2921.

15 Mayo, M.]., Suresh, A., and Porter, W.D.
(2003) Rev. Adv. Mater. Sci., 5, 100-109.

16 Ayyub, P., Palkar, V.R., Chattopadhyay, S.,
and Multani, M. (1995) Phys. Rev., 51,
6135-6138.

165



166 | 7 Phase Transformations of Nanoparticles

17 Frey, M.H. and Payne, D.A. (1996) Phys. 23 Miedema, A.R. and Boom, R. (1978) Z.
Rev., 54, 3158-3168. Metallkde, 69, 183-190.

18 Chang, J. and Johnson, E. (2005) Philos. 24 Miedema, A.R. and Boom, R. (1978) Z.
Mag., 85, 3617-3627. Metallkde, 69, 287-292.

19 Iijima, S. and Ichihashi, T. (1986) Phys. Rev. 25 Xu, Q., Sharp, D., Yuan, C.W,, Yi, D.O.,
Lett., 56, 616-619. Liao, C.Y,, Glaeser, A.M., Minor, A.M.,

20 Ajayan, P.M. and Marks, L.D. (1988) Phys. Beeman, ].W., Ridgway, M.C., Kluth, P.,
Rev. Lett., 60, 585-587. Ager, ].W.II1, Chrzan, D.C., and Haller,

21 Oshima, Y. and Takayanagi, K. (1993) Z. E.E. (2007) J. Phys. Conf. Series, 61,
Phys. D, 27, 287-294. 1042-1046.

22 Vollath, D. and Fischer, F.D. (2011) Prog. 26 Tetu, A., Chevallie, J., and Bech Nielsen, B.
Mater. Sci., 56, 1030-1076. (2008) Mater. Sci. Eng. B, 147, 141-143.



8
Magpnetic Properties of Nanoparticles

8.1
Magnetic Materials

Materials are classified by their response to an external magnetic field as dia-
magnetic, paramagnetic, or ferromagnetic. Although, in general, all materials show
inherently diamagnetic properties, only those materials not showing predominantly
paramagnetic or ferromagnetic behavior in addition are known as diamagnetic.

The origin of diamagnetism is found in the orbital motion of electrons of the
atoms acting like tiny electric current loops, producing magnetic fields. In an
external magnetic field, these current loops align in a way so as to oppose the applied
field and, therefore, diamagnetic materials are exposed to a force pushing them out
of the magnetic field.

Paramagnetism is, in most cases, significantly stronger than diamagnetism and
produces magnetization in the direction of the applied field. In a paramagnetic
material, the atoms act as tiny magnetic dipoles that may be oriented by an external
magnetic field. This situation for a paramagnetic material in absence of an external
magnetic field is shown in Figure 8.1a.

In ferromagnetic materials, the dipoles, represented by the unpaired electron spins
of an atom, are interacting. This leads to a long-range ordering phenomenon
causing the dipoles to line up parallel. This is depicted in Figure 8.1b.

For energetic reasons, the size of the ranges where this parallel orientation occurs
in ferromagnetic materials is limited; these ranges, known as “magnetic domains,”
are usually smaller than the grain size. Within a grain, magnetic domains are
separated by Bloch walls.

This situation is shown, in drastically simplified form, in Figure 8.2. Here, magnetic
domains 1 and 2 with antiparallel orientation are separated by a 180° Bloch wall. In
reality, the thickness of a Bloch wall is around 100 lattice constants or even more. Bloch
walls may connect magnetic domains with orientation differences of 90° or 180° and
the size of the domains and width of the Bloch walls are determined by thermo-
dynamics. The direction of magnetization within a grain is changed by moving the
Bloch walls. It is important to note that the existence of magnetic domains and Bloch
walls makes it easier to change the direction of magnetization. For most ferromagnetic
materials, a specimen will remain magnetized to some extent after the removal of an

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 8.1 Distribution of molecular magnetic moments in different materials. (a) Paramagnetic
material: the elementary magnetic moments are distributed arbitrarily. (b) Ferromagnetic
material: the elementary magnetic dipoles are coupled and aligned in parallel.

external magnetic field; this effect is known as remanence. In general, the tendency for
amaterial to remember its magnetic history is called hysteresis and the magnetic field to
compensate the remanence is called coercivity. A schematic magnetization curve
indicating the most characteristic points is shown in Figure 8.3. An additional
important property of a magnetic material is the energy product, this being the product
coercivity X remanence. The maximum temperature at which the ferromagnetic
property exists is the Curie temperature, at which the thermal energy is larger
than the energy coupling the atomic dipoles.

In case of ferrimagnetic compounds, the situation is somewhat more compli-
cated. In substances such as MnO, FeO, and a-Fe,03, an equal number of spins are
arranged in two different sublattices exhibiting spontaneous antiparallel orientation.
Therefore, the magnetic moment cancels out; these materials do not show net
magnetic moments. This situation, which is depicted in Figure 8.4a, is referred to as
antiferromagnetic.

It should be noted that antiferrimagnetic metals are also known to exist (typical
examples are manganese and chromium), although this phenomenon is of greater
importance in the case of compounds. As with ferromagnetic materials, a charac-
teristic temperature — the Néel temperature — exists above which the material is

domain 1 Bloch wall domain 2
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Figure 8.2 Separation of magnetic domains in ferromagnetic materials by Bloch walls. Here, the
Bloch wall separates domains, with a difference in orientation of 180°. Generally, 90° Bloch walls
are also possible.
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Figure 8.3 General appearance of a magnetization curve. Here, a magnetization curve exhibiting
hysteresis is shown. The essential characteristics are saturation magnetization, coercivity, and
remanence.

paramagnetic and below which it is antiferrimagnetic. In the situation where the
magnetic moments of the two magnetic sublattices are (except for the antiparallel
orientation) not equal, a magnetic net moment is observed. These materials, which
are depicted in Figure 8.4b, are known as ferrimagnets. Ferrimagnetic materials
consist either of two different metal ions or of metal ions of the same element with
different valencies. An example of a compound with different metal ions is
MnFe,0,=MnO-Fe,03, while an example of a compound where the metal ion
appears in two different valencies is Fe;0, = Fe?T0-Fe,*"0;.

When considering the dependency of coercivity or remanence as a function of
particle size, the behavior of one single isolated particle is as shown graphically in
Figure 8.5. As mentioned above, large magnetic particles are subdivided by Bloch
walls into magnetic domains, and the size of the Bloch walls and magnetic domains

antiferromagnetic ferrimagnetic
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Figure 8.4 Magnetic materials exhibitingtwo  nil. (b) Ferrimagnetic material. Here, the
antiparallel spin lattices. (a) Antiferromagnetic  magnetic moments of the two antiparallel
material. Here, the magnetic moments of the sublattices do not cancel out, such that a net
two antiparallel spin lattices cancel out such magnetic moment remains.

that the net magnetic moment of the material is
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Figure 8.5 Dependency of coercivity or this is the particle size range for magnetic data
remanence of magnetic materials as a function  storage. At smaller particle sizes, coercivity and
of grain size. While Bloch walls subdivide the remanence rapidly approach zero; this is the
grains, coercivity and remanence are small. In  range of superparamagnetic materials. The
single-domain particles without Bloch walls, grain size of this reduction depends on the time

coercivity and remanence increase dramatically; constant of the measurement.

are controlled energetically. Thus, remanence and coercivity are largely independent
of the particle size. Decreasing the particle size leads to a size range, where the
particles consist of only one single magnetic domain. As the Bloch walls ease the
change of the direction of magnetization, coercivity and remanence will increase
drastically. This range of particle sizes is employed in magnetic data storage. A
further decrease of the particle size leads to a sudden decrease in remanence and
coercivity to zero.

The particle size at which this step occurs depends on the time constant of the
measurement — the shorter the time constant 7,,, of the measuring method, the more
the step is shifted to smaller particle sizes. So, what is the reason for this
phenomenon? The magnetic properties of an isolated single domain particle, or
a group of such noninteracting particles as depicted in Figure 8.6a, are heavily
influenced by the particle size.

The main reason for this strong influence is the fact that ferro- or ferrimagnetic
materials retain the orientation of their magnetization by their magnetic anisotropy.
The most dramatic effect is observed when the thermal energy of the particle is
greater than the energy of magnetic anisotropy, at which point a thermal instability is
observed. However, in the case of interacting superparamagnetic particles, an
additional phenomenon may be observed. As in the case of paramagnetic materials,
where interaction of the atomic dipoles leads to ferromagnetism, for superpara-
magnetic materials an interaction of the magnetic dipoles (represented by the
particles) is also possible. This phenomenon, which was first observed by Morup
and Christiansen [1], is known as superferromagnetism. A schematic diagram of a
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superparamagnetic superferromagnetic
@) (b)

Figure 8.6 Superparamagnetic materials. (a)  (b) Superferromagnetic material. Provided that
Within a superparamagnetic particle, the the superparamagnetic particles are of equal
elementary magnetic dipoles are oriented in size and their distance allows dipole—dipole
parallel. While the magnetic interaction of the interaction (as in ferromagnetic materials),
particles is negligible, orientation of the magnetic coupling between the particles will
magnetic moment of the particles is random.  occur.

superferromagnetic material is shown in Figure 8.6b, where the one important
essential for superferromagnetism is clearly apparent — that all the particles must be
of very similar size.

8.2
Superparamagnetic Materials

As mentioned above, superparamagnetic materials excel in zero remanence and
coercivity; moreover, superparamagnetism is limited to small nanoparticles.

In the case of a single isolated magnetic nanoparticle, the condition leading to
superparamagnetism, a typical thermal instability, is:

kT > Kv (8.1)

where K is the constant of magnetic anisotropy (as shown in Table 8.1), v is the
volume of the particle, Kv is the energy of magnetic anisotropy and kT 'is the thermal

Table 8.1 Constant of magnetic anisotropy Kj for different
ferrimagnetic materials (ferrites).

Ferrite Constant of anisotropy (] m3)
Fe;04 —11x10°

MnFe,0, —2.8x%10°

CoFe,0, 90 x 10°

NiFe,0, —6.2x10°

MgFe,04 —-2.5 x 10°

7
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energy (k is the Boltzmann constant and T is the temperature). If this condition is
fulfilled, the material is superparamagnetic. The temperature Ty defined as:
is called the blocking temperature.

Clearly, although Eq. (8.2) assumes monosized particles in a specimen, in most
cases this assumption is not permitted. In this case, the volume v is replaced by the
volume-weighted mean volume ¥ = ) ,p,»;, where p; is the probability for particles
with the volume v;. Superparamagnetism leads, as the vector of magnetization is
fluctuating thermally, to a zero coercivity.

The explanation for this phenomenon is found in the magnetic crystal anisotropy.
Magnetocrystalline anisotropy is an intrinsic property of any magnetic material,
independent of grain size. The energy necessary to magnetize a ferro- or ferri-
magnetic crystal depends on the direction of the magnetic field relative to the

(8.2)

orientation of the crystal. Therefore, on distinguishes between magnetically “easy”
and “hard” directions. A magnetically easy direction (axis) is energetically favorable;
therefore, this is the direction of spontaneous magnetization. Magnetization in the
hard direction is only possible in the presence of a strong magnetic field. In the
absence of an external magnetic field, in superparamagnetic materials, the vector of
magnetization fluctuates between different easy magnetic directions, overcoming
the hard directions.

In cubic materials, for any arbitrary direction, the energy of anisotropy can be
reduced to two material constants K; and K,. Assuming a direction with the angle o,
to the [100] (in crystallography, round brackets () denote planes, curly brackets { }
denote planes without using signs, square brackets [ ] denote directions, and angular
brackets ( ) denote directions without taking care of the sign; see also Chapter 12), a,
to the [010], and a3 to the [001] direction, the energy of anisotropy is calculated from:

K =Ko+ K; (cos2 ay cos? ay + cos? a, cos? as + cos? o cos? as)
+ K, cos? a; cos® a; cos® a; (8.3)

While the value of K; is well known for many magnetic substances, the value of K;
is known only rarely and Kj is unknown for most materials; therefore, in general, the
quantity K; is simply denominated as K. Values for K for a range of magnetic oxides
are listed in Table 8.1.

The data in Table 8.1 show that the constant of magnetic anisotropy K; may be
greater or less than zero, while changing the sign of K alters the crystallographic
orientation of the easy and hard directions of magnetization. In order to demon-
strate the dependency of the energy of anisotropy on crystallographic orientation, the
situation in a (001) plane is shown. To rotate the vector of magnetization in the (001)
plane, it is clear that a; is 90° and therefore cos” as is zero. Furthermore, in this case
Eq. (8.3) may be simplified using a; =90 — a, with the consequence that
cos ay = sinay. This leads to the energy of anisotropy in the (001) plane:

K = Ko + Ky (cos? a; sin® ay) (8.4)
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Figure 8.7 Constant of magnetic anisotropy K; directions are along the edges. (b) K; < 0. The
for different directions in the (001) plane of a hard directions are along the edges of the cube;
cubic material. (a) Ky > 0. The hard directions  the soft directions are along the diagonals.

are along the diagonals of the cube; the soft

For cubic materials with a positive and a negative value of Kj, respectively,
Figure 8.7a and b show polar plots of the energy of anisotropy as a function of
the orientation. In these plots, the energy of anisotropy is plotted radially versus the
orientation. For positive values of Kj, there is a clear minimum in the directions
perpendicular to the face planes of the elementary cubes, whereas the maxima are in
the directions of the diagonal of the faces of the cube. In case of negative values of K;
the easy direction is rotated for 45°.

In reality, although Eq. (8.3) describes a quite complex three-dimensional body,
the basic phenomenon is clarified in Figure 8.7a and b. In the case of magnetite,
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Fe;04, which is a cubic material, the easy and hard directions deviate fundamentally;
these were found as follows:

® (111) is the easy direction of magnetization.
® (110) is the intermediate direction of magnetization.
® (100) is the hard direction of magnetization.

Therefore, provided the specimen is allowed to rotate freely, a sphere of magnetite
will magnetize in one of the four (111) space diagonals of a cube.

In Figure 8.8, the same data are plotted as shown in Figure 8.7a: here, K; >0, in
Cartesian coordinates, but in the reduced range from the orientations [110] to [110].
In this plot, the orientation is used as abscissa and the energy of anisotropy as
ordinate. Now, the energy K;v necessary to rotate the orientation of the vector of
magnetization from one easy direction to the next is indicated. It is also clear what
happens when the thermal energy kT'is smaller than the energy of anisotropy, in that
the vector of magnetization oscillates around the minimum of 90° within the
orientation range of —d and 6.

The situation is different for noncubic materials. In hexagonal crystals, the soft
directions usually lie in the hexagonal basal plane, whereas the c-axis, perpendicular
to the basal plane is, magnetically, the hard direction.

The denotation “superparamagnetism” is made because, mathematically, the
magnetization M of these materials follows the same law as found for paramagnetic
materials. Therefore, for noninteracting particles, Langevin’s formula, describing
paramagnetic materials, is valid:

mH kT
M =nm|coth| — ) —— 8.5
{ ( kT ) mH} (8:5)
— 4
z {3
g I N
= = \
g /= =]
c
a v
S o
S %
2 X K,>0
S L
A4
0 45 90 135 180
-4 13}
orientation
Figure 8.8 Energy of anisotropy for Ky > 0 magnetization fluctuates between —d and +0;
plotted as a function of the orientation in for kT < Ky, the vector of magnetization may

Cartesian coordinates. Energies Kov and Kyv are  change to another easy direction of
indicated. For kT < K3, the vector of magnetization.
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where m is the magnetic moment of one particle, which is, in a first approximation,
proportional to the volume of the particle, » is the number of particles, and H is the
external magnetic field. In the case of paramagnetic materials, the magnetic moment
of one molecule is — in most cases — equal to 1 up, the Bohr magneton. Hence, m/ug is
the number of uncompensated spins in one particle. For superparamagnetic materi-
als, the number of Bohr magnetons per particle may be in the range of 100 and more.
The saturation moment Mg,pyration Of the specimen is calculated by:

. mH kT
Miaturation = &15)120 nm | coth W — ﬁ = nm

The magnetization curves represent the behavior as a function of the magnetic
field and temperature. Some typical examples of magnetization curves of polymer-
coated y-Fe, 05 particles as a function of the temperature are shown in Figure 8.9. At
temperatures of 300, 200, and 100 K, superparamagnetic properties are apparent,
these being characterized by a vanishing hysteresis, but at 50 K the magnetization
curve clearly shows hysteresis. Hence, for this specimen, the blocking temperature
is clearly in the range between 50 and 100 K. It is important to realize that, in the
superparamagnetic region, the magnetization increases with decreasing tempera-
ture. Additionally, in contrast to conventional magnetic materials, one characteristic
feature is apparent from Figure 8.9 in that, as a consequence of the Langevin
function describing superparamagnetism, there is no linear portion of the magne-
tization curve at low fields.

When considering Eq. (8.5), the magnetic moment of superparamagnetic materi-
als can be seen as a temperature-independent function of H/T. Therefore, plotting
magnetization curves measured at different temperatures over H/T provides clear
indications regarding the validity of Langevin’s function, the existence of

15 :
Temperature ]
10 — 50K
—— 100 K /
5 ——300 K

magnetization [Am2kg-1]
o

-5 ///
-10 /
-0.1 -0.05 0 0.05 0.1
HoH [T]
Figure 8.9 Magnetization curves of a material is superparamagnetic, characterized by
superparamagnetic nanocomposite consisting  a vanishing hysteresis. At 50 K, the
of polymer-coated y-Fe, O3 particles. At magnetization curve clearly shows hysteresis.

temperatures of 300, 200, and 100K, this
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Figure 8.10 Temperature-compensated temperature-compensated magnetization
magnetization curves for pressed PMMA- curves determined at 200 and 300K are
coated y-Fe, O3 specimen particles identical. This serves as a highly sensitive proof
(experimental data from Figure 8.9). As of superparamagnetism.

expected from Langevin’s formula, the

superparamagnetism. Occasionally, the properties of superparamagnetic materials
are given as a function of a temperature-independent magnetic quantity
a =mH/kT, called the “reduced magnetic field.”

The magnetization curves plotted versus u,H/T for temperatures of 200 and
300K for a y-Fe,O; specimen consisting of pressed poly(methyl methacrylate)
(PMMA)-coated particles is shown in Figure 8.10. Although both magnetization
curves are almost identical, the slight difference may be explained by there being a
minor interaction of the particles. Presumably, this was due to the coating being
insufficiently thick as to thwart any particle interaction.

Atagiven field, less than thatleading to saturation, the magnetization increases with
decreasing temperature as long as the temperature is above blocking temperature.
Below blocking temperature, the situation becomes more complex; this is depicted in
Figure 8.11, which shows the magnetization of y-Fe,O3 at 0.05 T measured at
increasing temperature. In the case of “Zero field cooled,” the specimen was cooled
to minimum temperature at the magnetic field nil and subsequently the magnetic field
was increased to a level of 0.05 T. At low temperatures, there will be a quite low
magnetization, while the spins are frozen and cannot be rotated in the direction of the
field. With increasing temperature, a larger number of spins are able to rotate in the
direction of the field, such that the magnetization increases. The situation is different
in the “Field cooled” case, where the magnetic field was initially increased at room
temperature and, as a second step, the specimen was cooled down. In this case, atlow
temperatures, a few more spins in the specimen can be seen to be turned in the
direction of the magnetic field, as they were frozen during the cooling of the specimen
in the magnetic field. The temperature at which the bifurcation occurs is the blocking
temperature with respect to the time constant of the applied measurement method.
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Figure 8.11 Magnetization of y-Fe,03 at 0.05T “Field cooled” indicates that the specimen was
measured at increasing temperature. “Zero cooled down in the magnetic field of 0.05 T. The
field cooled” indicates that the specimen was blocking temperature with respect to the time
cooled at the magnetic field nil; the magnetic ~ constant of the applied measurement method
field was subsequently increased to 0.05 T. is found at the temperature of bifurcation [2].

Below the blocking temperature, hysteresis appears. According to the theory of
superparamagnetism [3], coercivity is given by:

HC ( T )0,5

—=1—-|= 8.6

Heo Tg (8.6)
where Hc is the coercivity at temperature T, Hey is the coercivity at 0 K, and Ty is the

blocking temperature. A graph showing coercivity as a function of T is shown in
Figure 8.12.
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Figure 8.12 coercivity of y-Fe,O; as a function of T%° below blocking temperature [2]. According
to Eq. (8.6), this plot allows to calculate the blocking temperature. Here, evaluation of the
experimental data led to Tg = 119.5K; Hco=0.0337T.

177



178

8 Magnetic Properties of Nanoparticles

As expected from Eq. (8.6), the relationship is essentially linear, and the equation
is well suited to the determination of blocking temperature and coercivity at 0 K. By
using a linear fit, based on the experimental data of Figure 8.12, Ty was shown to be
119.5 K, while H¢o was 0.0337T.

The magnetization curves depicted in Figure 8.9 are related only to the time
constant of the measuring device which, in most cases, is around 100s. In order to
define superparamagnetism the time constants are crucial; thus, to prove super-
paramagnetism with regard to shorter time constants, other more sophisticated
methods are necessary.

When comparing the magnetization curves plotted in Figure 8.9 with those of
materials with grain sizes in the micrometer region, significantly lower values of
saturation magnetization are obtained. For y-Fe,03, in theory, a saturation magneti-
zation of around 75 A m? kgf1 is expected; however, for nanoparticles, values down
to 10 Am? kg " are observed. The reduction of saturation magnetization observed in
nanoparticles is a surface phenomenon. At the surface of magnetic materials spin
canting phenomena can be observed and this leads to a surface layer with very small
saturation magnetization. Simply speaking, at the surface of magnetic particles the
spins are not as well ordered as are observed in the interior [4]. As the surface/
volume ratios of nanoparticles are larger by a few orders of magnitude than those of
conventional materials, the contribution of spin canting at the surface to the
magnetization is of increasing importance as it causes a significant reduction in
saturation magnetization.

Experimental evidence for these findings stems, for example, from the studies of
Tang et al. [5], who showed that the saturation magnetization of MnFe,O, nano-
particles decreased linearly with the increasing specific surface of the particles (see
Figure 8.13).

A linear decrease with the specific particle surface is equivalent to a linear
decrease with the inverse particle diameter. The experimental data for material
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Figure 8.13 Linear decrease in saturation magnetization of MnFe,O,4 nanoparticles in relation to
specific surface area of the nanoparticulate powder [5].
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with a specific surface in a range of about 50-150m” g~ shown in Figure 8.13 is
equivalent to a range of mean particle diameters from 7 to 25 nm. Fitting of the
experimental data and extrapolation of the saturation magnetization to a specific
surface area zero leads to a thickness of 0.7 nm of the nonmagnetic surface layer;
extrapolation of the linear relationship to zero surface, equivalent to bulk materials,
leads to a saturation magnetization of 81 Am”kg ', which is close to the value
experimentally observed for bulk material.

Following the experimental findings that the saturation magnetization shows a
linear decrease with the inverse surface area [5,6], in a first approximation it may be
assumed that ferrite nanoparticles with diameter d and a nonmagnetic surface layer
of thickness J result in a magnetic active core with a diameter (d — 29) [7]. This
approximation leads to a reduced saturation magnetization of:

(d—20)°
FE
where Mpanoparticle 1S the saturation magnetization of the specimen made of nano-
particles and Myacroscopic iS the value expected theoretically for macroscopic particles.
The dependency of saturation magnetization as a function of particle size according to

Han et al. [6], together with a fit based on Eq. (8.7), is shown in Figure 8.14.

In these cases, the fits lead to a thickness of the nonmagnetic surface layer of
0.8 nm in the case of y-Fe,03 and of 1.0 nm in the case of CoFe,0,. This is important
when considering a particle size of 5 nm and a nonmagnetic surface layer thickness
of 1.0nm, as only 20% of the saturation magnetization of bulk materials can be
expected. This problem leads to a reduced use of nanoparticulate ferrites for
applications demanding high magnetization.

Interestingly, in all experimentally verified cases, the nonmagnetic surface layer
has a thickness in the range of one lattice constant; clearly, the magnetic structure of
the first crystalline layer is disturbed by surface phenomena.
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Figure 8.14 Saturation magnetization of y-Fe,O3 and CoFe,O, as a function of particle size. The
fit was made according to Eq. (8.7). (Experimental data taken from [6].)
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In bulk materials, dipole—dipole interactions of the particles cannot be excluded
completely. Therefore, a distance holder in between the magnetic particles is needed,
which makes the application of nanocomposites necessary. Hence, for the successful
application of superparamagnetic materials, an optimum must be found between the
superparamagnetic properties and the density of the magnetically active particles in
the matrix. Interaction of the particles in a matrix leads to magnetically larger particles
that are, in some cases, no longer superparamagnetic. Such an interaction can be
described by a fictitious particle size. Caizer and Hrianc [8] described such an apparent
increase in the magnetic particle size of y-Fe,03 in an amorphous silica matrix by a
reduction of the thickness of the nonmagnetic layer. These authors showed that even a
concentration as low as 0.68 vol% did not eliminate particle interaction completely. In
the case discussed here, a virtual increase in particle size from 10.1nm at room
temperature to 11.7 nm at 70 K was observed (see Figure 8.15). It is of interest to note
that with increasing temperature, the thermal energy increasingly surmounts the
dipole—dipole interaction and this results in the above-mentioned apparent decrease in
the magnetic particle size.

Although antiferrimagnetic materials have a magnetic moment that has been
proven, both theoretically and experimentally, to be close to zero, the surface layer (as
described above) leads, because of its reduced order, to a remarkable magnetization,
despite the particle core having no resulting magnetic moment. A typical example of
this class of materials, chromia (Cr,053), is antiferrimagnetic and the magnetization
curves of nanoparticulate chromia are shown in Figure 8.16. Obviously, the resulting
magnetic moment observed in this material stems from the disordered spins at the
surface.

The data in Figure 8.16 also demonstrate a strong temperature dependence of
the magnetization. Down to a temperature of 40 K, the magnetization curves do
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Figure 8.15 Magnetic particle diameter particle size” is larger than the actual size.
determined particle size of y-Fe,O3 in an These results stem from a composite with
amorphous silica matrix. By dipole—dipole 0.68 vol% v-Fe,0s [8].

interaction between the particles, the “magnetic
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Figure 8.16 Magnetization curves of antiferromagnetic Cr,Oj3 at different temperatures. The
measured magnetic moment stems primarily from the incompletely compensated spins in the
surface layer. The material is superparamagnetic down to 40 K [9].

not show any hysteresis, although a minor hysteresis is seen at 10 K. When
considering technical applications for these materials, the residual magnetic
moment stemming from incomplete compensated spins at the surface may be
of some value, as superparamagnetism may be demonstrated down to extremely
low temperatures (see Figure 8.16). One typical application might be for
magnetic cooling; other compounds that may be of interest in this context
include FeO and MnO.

In the case of a composite of noninteracting particles, the magnetic moment of the
material can be calculated by linear superposition of the magnetic moment of each
individual particle [7]. This may be used to retrieve the particle size distribution of a
specimen from the magnetization curve. For an ensemble of n particles, each
particle with a magnetic moment m, the magnetization follows Langevin’s formula:
M=nm {coth (HI:—TI:I) - %} =nmL(m,H,T) (8.8)

In an arrangement of I classes of particles, each consisting of n; particles with a
magnetic moment my, the total magnetic moment is expressed by:

1
M= Z nmim;L(m;, H, T) (8.9)

i=1
Equation (8.9) is a linear relationship that allows calculation of the frequency n; of
particles with magnetic moment m;. The magnetization curve of a nanoparticulate
ferrite, together with the magnetic particle size distribution calculated using

Eq. (8.9), are shown in Figure 8.17a and b.

Fitting with Eq. (8.8) leads to the magnetic moments in Bohr magnetons for different
particle size classes. Using the tabulated specific magnetization of magnetic materials,
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Figure 8.17 Evaluation of the magnetization curve of y-Fe,O; with respect to particle size [7]. (a)
Magnetization curve. (b) Distribution of magnetic moments calculated according to Egs. (8.8)
and (8.9).

the distribution of magnetic moments can be used to calculate particle sizes. To do this,
one uses the fact that the magnetization is proportional to the particle volume and this
may in turn be used to calculate the “magnetic” particle size. The geometric particle
size is best obtained by calibrating the calculations with the results of electron
microscopy or X-ray diffraction studies. In any case, it is necessary to add the thickness
of the nonmagnetic surface layer to the magnetic particle size. In particular, it must not
be forgotten that this is a summand and not a factor enlarging the particle size. Particle
sizes calculated from Figure 8.17a and b are shown in Figure 8.18.

As mentioned above, superparamagnetism is a property of isolated noninteracting
particles. In a macroscopic material consisting of many particles, dipole—dipole
interaction of the particles leads to magnetically large particles that are no longer
superparamagnetic. Embedding the nanoparticles in a second, nonmagnetic, phase
causes the particles to be spaced further apart, such that the interaction is reduced.
This led to the production of nanocomposites. In order to ensure that a technical
material is superparamagnetic, the individual particles should not touch each other. As
mentioned previously (see Sections 3.1 and 4.7), the only nanocomposites where the
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sizes calculated from the results plotted in distribution maximum. It is important to note
Figure 8.17a and b. Note the remarkably narrow that, in this case, the magnetic particle size is
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distance between directly adjacent particles is clearly defined are produced as coated
nanoparticles. The sample used to measure the magnetization curve shown in
Figure 8.17a consisted of y-Fe,O; particles coated with PMMA and pressed into a
pellet. Hence, by using coated nanoparticles it is possible to maintain superparamag-
netism in technical components. An electron micrograph of such a specimen is shown
in Figure 8.19a; this was prepared by cutting the pressed and sintered body into 20-nm

Figure 8.19 Electron micrograph (a) [10] cutting the pressed and sintered body

and scanning force micrograph (Reproduced  with an ultramicrotome into 20-nm slices.
with permission by John Wiley and Sons) The visible striations are chatter marks

(b) (von Blankenhagen, KIT, private stemming from slip-stick phenomena during
communication) of specimen material used cutting. The irregular horizontal striation in
to measure the magnetization curve in (b) was caused by notches in the diamond

Figure 8.17a. Specimens were prepared by cutting knife.
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slices using an ultramicrotome. During the cutting process, the “slip-stick” phe-
nomena caused the material to show chatter marks (these are clearly visible in the
scanning force micrograph Figure 8.19b). (The irregular horizontal striations also
seen were caused by notches in the diamond cutting knife.)

8.3
Susceptibility and Related Phenomena in Superparamagnets

The susceptibility of a superparamagnet can be calculated using Eq. (8.5). Likewise,
after developing Langevin’s formula in a Taylor series expansion for small values of
H and using the first term, the magnetization M|,,_,, can be obtained:

M| B kT +mH kT _nmzH
H=0 =M T 3kT  mH) T 3kT

and, therefore, for the susceptibility

oM

2 2 2
U= __hm = Vspecimen
OH

o BT R kT (8.10)

Equation (8.10) employs the fact that the magnetic moment m of a particle is
proportional to the particle volume v. This equation suggests that susceptibility
increases quadratically with the magnetic moment of the particles; hence, if two
specimens have the same saturation moment nm, the one with the larger moment m
of the particles has the higher susceptibility. In the case that a volume Vpecimen iS
subdivided into n particles Vipecimen =1, a proportionality is observed between u
and 1/n. Or, put simply: the susceptibility of superparamagnetic particles increases
with particle size. In general, nanoparticles of magnetic materials have a compara-
tively small susceptibility.

The thermal fluctuation of the magnetization is a random process and therefore a
frequency of fluctuation cannot be given; rather, the mean value of the time between
two fluctuations — the mean relaxation time 7 — is utilized. The mean relaxation time
7 according to Néel [11] is estimated by:

T="7 exp(g) (8.11)

As 7, is a material-dependent constant factor in the range between 10~ and
1035, the frequency of thermal relaxation may be well beyond 1 GHz at room
temperature, provided that the composition of the ferrite is selected properly. The
basis of this selection is the Aharoni [12] relationship for 7y:

7o oc 2o L (8.12)

0 X K o K .
From Eq. (8.12) it is clear that a small value of 7, is obtained only with materials
that show large values of the magnetic anisotropy K. Furthermore, 7, increases with

increasing magnetic moment m of the particles. Although the variability in the
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magnetization m is limited, as m is proportional to the particle volume, a small
volume of the particles reduces susceptibility and magnetic moment. In this respect,
the composition of the particle has a significant influence (see Table 8.1).

For technical applications, it is preferable to have small values of relaxation time
that limit the frequency range for application, combined with a large susceptibility,
and in this respect Egs. (8.10) and (8.11) are contradictory. Therefore, superpar-
amagnetic materials may be optimized for either a high susceptibility or a short
relaxation time; this in turn leads to a high-frequency limit of the applications.

In technical reality, the high-frequency application of superparamagnetic parts is
hampered not only by particle size and the constant of magnetic anisotropy, but also
by magnetic dipole—dipole interaction of the particles.

The magnetic susceptibility of different ferrite nanoparticles as a function of the
frequency is shown in Figure 8.20. In Figure 8.20, where the susceptibility of a
conventional ferrite is plotted for comparison, two points are remarkable:

® The magnetic susceptibility of the nanocomposites is in the same range as is
found for conventional ferrites.

® However, in contrast to conventional ferrites, the susceptibility of nanoparticulate
ferrites decreases with increasing frequency.

The reason for the decreasing susceptibility is found in the interaction and energy
distribution of different particles. Those particles and interacting particles on the
low energy side of the Boltzmann distribution where the fluctuation frequency is
smaller than the inverse relaxation time are unable to follow the change in the
direction of the external field and consequently the susceptibility necessarily
decreases with increasing frequency. This phenomenon may be reduced with a
smaller particle size and a larger distance between the magnetic particles, but this
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Figure 8.20 Mass susceptibility of nanoscaled versus conventional ferrites. The susceptibility of
superparamagnetic ferrites decreases with increasing frequency; this is due to magnetic
interaction of the individual particles.
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will lead to reduced susceptibility since, in a given volume, the content of active
material is reduced.

When considering superparamagnetism, distinction must be made between two
different definitions: (i) an older definition, which stems from Elmore [13] and is based
on the Brownian motion of magnetic particles in aliquid, and (ii) a younger definition,
as reported by Néel [11]. In the Brownian case, the particles are rotating in a liquid
when the direction of the magnetic field is changed. Based on these mechanisms, the
Brownian case is often referred to as “extrinsic” superparamagnetism, in contrast to
the “intrinsic” superparamagnetism in Néel’s case, which is the one discussed in the
preceding part of this chapter. The relaxation time (the time needed by the particle to
follow a change in the direction of the magnetic field) for the Brownian super-
paramagnetism is tg = 3vy/kT, where 5 represents the viscosity of the liquid carrier
(the definitions of the other letters are outlined above). In the case of Néel’s super-
paramagnetism, the relaxation time is calculated using Eq. (8.11) [14]. The Néel case
will be discussed in detail later in this chapter. Both cases have in common that each
particle consists of a single domain and, provided that the measuring time constant is
adequate, hysteresis is not observed. Additionally, in both cases, the magnetization
curves follow Langevin’s law. When comparing the relaxation times for both cases, for
10-nm particles, in the Brownian case one finds values in the region of microseconds,
whereas in Néel’s case the relaxation time is about 1ns. For magnetic particle with
sizes of approximately 1 um, suspended in a liquid, the Brownian relaxation times are
close to 1 s. The relaxation time rules the ability of the particles to follow a change of an
external magnetic field with frequency f. In the case of 7 < 1/f, the particle is able to
follow the external frequency, and therefore remanence and coercivity are zero. In the
case of T > 1/f, hysteresis is observed.

In spatially fixed nanoparticles, where the direction of the magnetization vector in
the particle fluctuates, Néel’s superparamagnetism [11] is observed, characterized by
a change in the Mossbauer spectrum, provided that the frequency of the thermal
fluctuations is sufficiently high. The Mossbauer spectrum is a resonant y-absorption
spectrum that involves the emission and absorption of y-rays from the excited states
of a nucleus. (The Mdssbauer effect is very complex and an exact description is
possible only by quantum mechanics; hence, the following rather “plausible”
explanation must be used with extreme care.) When an excited nucleus emits a
y-quantum with energy in the range from a few kilo electron volts to 100 keV, it must
recoil to conserve momentum because the y-photon has a nonzero mass. Therefore,
the energy of the emitted y-photon is reduced by the recoil energy in the range of a
few 102 V. Inversely, the same is occurring during the absorption of a y-quantum,
and this leads to a broadening of the energy distribution of the emission and
absorption line; this in turn reduces the probability for resonance absorption, as the
linewidth of the emission or absorption levels are significantly less than 10~ eV.
However, by placing the emitting and absorbing nuclei in a crystal, the crystal lattice
is used for recoil. This reduces the recoil energy loss to a value that emission and
absorption lines remain extremely narrow so that resonance absorption is possible.
This phenomenon is used to detect extremely small energy shifts by moving either
source or absorber with velocities on the order of a few millimeters per second. As an
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element, iron is extremely useful for Mossbauer studies since as an emitter it is
possible to use °"Fe that originates from the decay of *"Co, which was produced by
neutron irradiation of natural cobalt. The decay of °’Co leads to *"Fe in an exited
state that emits, besides others, a y-photon with energy of 14.4keV. The natural
linewidth of this emission is 10 ®eV.

The energy levels of the iron nucleus split up in the electric quadrupole field
gradient and, additionally, in the magnetic field of the crystal are shown in Figure
8.21a and b, respectively. The magnetic splitting AE is proportional to the product
of the magnetic moment u of the nucleus in the ground state or in the excited state
and the magnetic crystal field B. It is important to realize that, in this case, the
crystal field is the mean value of the field that is seen by the nucleus during
one revolution. In superparamagnetic materials, however, one observes only the
quadrupole splitting in the case that the inverse relaxation time (“fluctuation
frequency”) of the magnetization is larger than the Lamor frequency (= rotation
frequency) of the iron nucleus.

The transition from the excited state to the ground state leads to a y-emission.
According to the selection rules for radiating transitions, only those with a difference
in the quantum numbers M (in this context M is, as is usual in the literature, not the
magnetic moment but the magnetic quantum number!) between the ground state
and the excited state of AM =0 or +1 are allowed. (For example, the quantum
number in the excited state 4-3/2 has an allowed transition to the ground state +1/2,
whereas the transition to —1/2 is forbidden.) In the case of nonmagnetic, iron-
containing materials, the Mdssbauer spectrum consists of a doublet, split up in the
electric field gradient of the crystal (Figure 8.21a). In the magnetic crystal field of a
ferromagnetic crystal, this doublet is split up into a sextet (Figure 8.21b).

Finally, the Mossbauer spectrum provides the ultimate proof of Néel's super-
paramagnetism and is the only definition currently accepted. The Mossbauer

dﬁm:l‘un“ﬂvxcg
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(b)
Figure 8.21 Energy levels in a °"Fe nucleus possible. (b) Energy levels in the °"Fe nucleus
with and without a magnetic field. (a) Energy exposed to an external magnetic field. The
levels without external magnetic field. In the quadrupole levels M show an additional
excited state, electric quadrupole splitting is magnetic splitting. The six allowed transitions

observed. According to the selection rules for  are indicated.
radiative transitions, two emission lines are

187



188

8 Magnetic Properties of Nanoparticles

1.005

1

0.995

0.99

0.985

transmission

0.98

0.975

L
45 10 5 0 5 10 15

velocity [mms-1]

Figure 8.22 Md&ssbauer spectrum of a partly  with the small particle size, represented by the
superparamagnetic specimen. The central doublet, and (ii) a conventional
experimental data are fitted with two magnetic  magnetic site, attributed to the part of the
sites: (i) a quadrupole site stemming from the  specimen with the larger particle size, leading
superparamagnetic fraction of the specimen to the sextet.

spectrum of a partly superparamagnetic specimen is shown in Figure 8.22, whereby
the superposition of a doublet with a sextet can be seen. The doublet characterizes
the superparamagnetic fraction of the specimen, whereas the sextet is the “finger-
print” of the conventional magnetic fraction of the specimen. Clearly, the specimen
consisted of a material with a relatively broad particle size distribution, where a
certain fraction with the smaller particle size was superparamagnetic. The remain-
der of the specimen shows the spectrum of conventional magnetic materials.
The situation is different in the case of the spectra shown in Figures 8.23 and 8.24,
which depict Méssbauer spectra of two different superparamagnetic ferrites. The
spectrum displayed in Figure 8.23 stems from a y-Fe,O3 specimen, measured at
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Figure 8.23 Médssbauer spectrum of ZrO,-coated y-Fe,Os3 particles determined at 300 K. The
spectrum consists only of the doublet representing superparamagnetic material.
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Figure 8.24 M®&ssbauer spectrum of MnFe,O, measured at 300 K. As in the case shown in
Figure 8.23, the entire material is characterized by the doublet representing superparamagnetic
material.

300 K, where the particles were coated with ZrO, as a distance holder. The material
is purely superparamagnetic and there is no trace of the sextet visible. The transition
from the sextet to a doublet connected with the transition from normal ferri-
magnetism to superparamagnetism is not restricted to pure y-Fe,03, but is also
found at other ferrites (e.g., of the type Me*" Fe,0,). This type of ferrite is derived
from Fe;0,, where iron with valency 2 (Fe*") is replaced by another metal ion of the
same valency. Most common are the additions of manganese or magnesium, which
reduce, or of cobalt, which increase, the constant of magnetic anisotropy.

Figure 8.24 shows a Mossbauer spectrum determined on superparamagnetic
MnFe,0,. Here, it is clear that, as mentioned above, superparamagnetism is a
property not only of pure y-Fe,03, but also of many other ferrites, provided that the
condition in Eq. (8.1) is fulfilled. In both spectra (Figures 8.23 and 8.24) the sextet is
not visible, which indicates that specimens with a narrow particle size distribution
exhibit pure superparamagnetism. When examining in detail the fit of the
Mossbauer data in Figures 8.23 and 8.24, it is clear that there is an imperfect fit
at the minima and maxima of the doublet. This occurs because Figures 8.23 and 8.24
represent Mossbauer spectra of materials that consist of two components: the first
component is the superparamagnetic ferrite core of the particle, while the second
component represents the surface of the particles. As mentioned above, because of
spin-canting phenomena this surface is magnetically less ordered than the core. In
addition to the spectrum of the core (which is represented by the doublet, as
described above), the surface layer is characterized by a broad unstructured mini-
mum. An example showing a complete fit that takes the nonmagnetic surface layer
into account is provided in Figure 8.25.

The spectrum of the superparamagnetic core (colored blue), representing the
doublet (magnetic site 1), must be added to the spectrum the surface (colored green)
(magnetic site 2) to provide the perfect fit (colored red). In this case, the surface layer
represents 60% of the particle volume, whereas the magnetic core represents only
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Figure 8.25 Complete fit of a Mdssbauer superparamagnetic core and a broad
spectrum for a y-Fe,O3/polymer unstructured feature characteristic for the
nanocomposite. The experimental data are magnetically disordered surface.

fitted with the doublet representing the

40%. Hence, the saturation magnetization expected would be only 40% of the
theoretically possible value found with coarse-grained materials. This result should
be examined in relation to the particle size dependency of saturation magnetization,
as described by Eq. (8.7). Assuming a 0.8-nm nonmagnetic surface layer, the particle
size was around 6 nm — a value that fitted well with electron microscopy measure-
ments and the saturation of magnetization as described by Eq. (8.7).

The energy levels of the iron nucleus under the influence of the magnetic crystal
field are shown schematically in Figure 8.21b. As this splitting is directly propor-
tional to the magnetic field, a detailed analysis of the Mdssbauer spectrum will
provide information concerning the magnetic crystal field. However, in super-
paramagnetic materials, great care must be taken when interpreting this result,
as the splitting is proportional to the mean value of the crystal field that is seen by the
nucleus during one revolution. Above the blocking temperature, this mean value is
zero, but below the blocking temperature the measured field increases with
decreasing temperature, as long as the fluctuation frequency is lower than the
Lamor frequency of the nucleus. (Careful: this is a plausible explanation of a very
complex phenomenon exactly described by quantum mechanics only!)

This situation is depicted in Figure 8.26, where the magnetic crystal field,
determined from the splitting of the sextet in the Mossbauer spectrum, is plotted
as a function of the temperature. A zero field is apparent above the blocking
temperature of 80 K, whereas below around 10 K a constant value of 50 T is reached,
this being the true value of the magnetic crystal field.

It should be mentioned here that this is only one of a few other possible definition
of the blocking temperature and is well suited to materials with a narrow particle size
distribution. For materials with a broader particle size distribution, the temperature
where 50% of the material is found in the doublet is normally used as blocking
temperature.
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Figure 8.26 Magnetic crystal field of a ZrO,-coated y-Fe, O3 specimen. The crystal field was
calculated using the splitting in the Mossbauer spectrum. A crystal field zero in the Mossbauer
spectrum characterizes superparamagnetic material.

The field discussed above is the magnetic crystal field of y-Fe, O3 acting at the site
of the iron nucleus. It may be of interest to mention that, in the case of an external
magnetic field, the magnetization vectors of the particles are aligned in field
direction. The vector of magnetization is no longer fluctuating, and therefore in
a sufficiently high external magnetic field the Méssbauer spectra of superparamag-
netic materials exhibit the sextet and not the doublet.

8.4
Applications of Superparamagnetic Materials

The majority of successful applications of magnetic nanomaterials use particulate
composites, with superparamagnetism being necessary for the application of
magnetic particles, for two reasons:

® Superparamagnetic particles avoid magnetic clustering.
® Superparamagnetic particles may be either attracted or released by switching the
magnetic field.

From an economic viewpoint, the most interesting applications of superpara-
magnetic nanoparticles are related to medicine and biology. For this type of
application, it is necessary to attach proteins at the particle surface that are specific
to the application in mind. Some possible designs for particles connected with
applications in biotechnology are depicted in Figure 8.27. These comprise either: (i)
a layer of particles at the surface, forming a type of fur of nanoparticles, or (ii) beads
that consist of many superparamagnetic particles and are attached at the surface.
However, it is not a simple task to produce beads while maintaining superpar-
amagnetic properties.
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beads of magnetic
nanoparticles

nanoparticles

Figure 8.27 Living cell covered with superparamagnetic particles for magnetic cell separation. At
the cell surface, particles may be attached either individually or clustered as a “fur” or beads and
functionalized with cell-specific proteins.

The superparamagnetic particles or beads consist of a magnetic core, a coupling
layer, and the proteins in question anchored at the surface (see Section 2.1 and
Figure 2.10). As mentioned previously, the proteins attached at the surface are cell-
type specific, from either cancer cells or well-defined organs.

In general, both designs of particle may be applied to magnetic cell separation
techniques. When suspended in water, the magnetic particles attach specifically at
the surface of one type of cell, as determined by the surface proteins present.
When an external magnetic field is applied, one type of cell attached to the
nanoparticles is removed from the suspension. To date, and based on practical
experience, the design using superparamagnetic beads has proved to be the more
successful.

With respect to applications in medical diagnostics and biological applications,
bifunctional particles or beads are in use. These materials exhibit a combination of
superparamagnetic kernels with a luminescent coating or these particles in a
luminescent matrix keeping the beads together [15]. As mentioned before, at the
outside, a functionalization with, for example, proteins is necessary.

A further successful application is related to medical diagnostics. Superpara-
magnetic nanoparticles are used to enhance the contrast in nuclear magnetic
resonance (NMR) imaging (see Figure 8.28a and b). NMR imaging functions by
measuring the concentration of protons that, in living structures, are quite low.
However, the introduction of superparamagnetic particles into the region of
interest changes the magnetic field locally and this leads to local variations in
the conditions for magnetic resonance; the result is a major improvement in
imaging contrast. This phenomenon is shown in Figure 8.28, where the image is
seen with and without enhanced contrast; the significant improvement in contrast
is clearly visible. Itis envisaged that, in time, superparamagnetic nanoparticles will
replace the gadolinium salts currently used in this technique (an additional
example is provided in Section 6.3).

One further potentially important application of superparamagnetic nanopar-
ticles is that of magnetic refrigeration where, instead of using ozone-depleting
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Figure 8.28 Contrast enhancement in NMR v-Fe, O3 particles into the patient’s blood. The
imaging of a metastases of a gall bladder bright spots represent the metastasis of the
carcinoma using superparamagnetic y-Fe,O; tumor. (Reproduction with permission by
particles [16]. (a) Image recorded shortly after ~ B. Tombach, Department of Radiology,

the application. (b) Image contrast improved by University Hospital Muenster, Germany.)
injecting water-suspended superparamagnetic

refrigerants and energy-consuming compressors, nanocomposites moving in a
magnetic field might be employed. The concept behind magnetic cooling dates
back several decades, having been applied in low-temperature physics.

Magnetic refrigeration is based on the fact that within a magnetic field H, a
magnetic material with the susceptibility 4 gains the energy U, = uH?/2. The
magnetic energy of a paramagnetic material in a magnetic field is connected to a
parallel orientation of the magnetic dipoles; hence, the entropy of paramagnetic
particles inside a magnetic field is reduced as compared to outside. Ordering of the
spins in a magnetic field reduces the entropy of the system. (In thermodynamics, the
entropy is a measure for the state of disorder in a system. The greater the disorder,
the higher is the entropy. In nature, any isolated system tends toward maximum
entropy.) Therefore, the entropy at zero-field Sy — ¢ is larger than the entropy Si; -
in a magnetic field H > 0. As Sy~ — Sy—o < 0is valid, the temperature difference
is always positive; hence, putting magnetic material into a magnetic field leads,
under adiabatic conditions, to an increase of the temperature. Assuming adiabatic
conditions, the influence of a magnetic field on the temperature of a magnetic
material is calculated using:

1
CvAT = Uppag = EﬂHZ. (8.13)

where Cy is the heat capacity at constant volume and AT = Ty-¢ — Ty is the
change of the temperature caused by the magnetic field. This equation uses the
correct assumption that the volume of the material is not influenced by the magnetic
field, provided one assumes that field at the starting time was H = 0. To keep the
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things lucid, for the susceptibility, the expression derived for small fields (Eq. (8.10))
is applied.

1uH? 1nm? H?
AT = Tyoo— THoo = = 8.14

M0 RS0 T oy T 23T C (®.14)
The magnetic moment of a particle is proportional to the number of unpaired spins.
In a specimen the total number of spins, N o« nm, is distributed into n non-

interacting particles and this leads to:

AT =— = Nny— (8.15)

where N/n = n, is the number of spins per particle. Equation (8.15) states that AT'is
directly proportional to the number of spins per particle and the total number of spins
in the system, assuming that the latter value is constant. The major advantage provided
by using superparamagnetic particles rather than other paramagnetic compounds
means that a highly efficient magnetic refrigeration system can be developed by using
permanent rather than superconducting magnets. Equation (8.15) makes it clear that
magnetic cooling is most efficient at low temperatures, although for superparamag-
netic particles it must be emphasized that the lowest temperature of application is the
blocking temperature. By selecting appropriate materials, the use of magnetic
refrigeration may be extended from close to absolute zero almost to room temperature.
Certainly, as the magnetic field enters quadratic in the equations, the magnetic field
should be as high as possible. There is one additional possibility to improve magnetic
cooling. Provided that the Curie temperature is in the temperature window passed
during the cooling cycle, the enthalpy of phase change must be added to the magnetic
energy, increasing the efficiency of the arrangement.

A circular process describing magnetic refrigeration is depicted in Figure 8.29.
The basic principle of a system for magnetic cooling is shown in Figure 8.30. In the
simplest case, superparamagnetic material, fixed on a rotating disk, is turned
between two heat exchangers, one of which is placed in a magnetic field. Certainly,
instead of a rotating disk, a magnetic fluid may be used. The latter design would
provide advantages with respect to the heat exchanger, but disadvantages when
looking at the quantity of paramagnetic material in the system. Initially, the material
is exposed to the magnetic field, where it is cooled by the heat exchanger. The
temperature increase, as given in Eq. (8.14), is avoided. Next, the material is then
removed from the magnetic field and this will lead to a reduction in its temperature.
In the second heat exchanger, the cooled material absorbs heat so that its tempera-
ture is increased; the warmed material is then moved again to the first (magnetized)
heat exchanger and the cycle is restarted. An outline of such an equipment is
depicted in Figure 8.30. With the most recent designs, using permanent magnets, at
a magnetic field of less than 1 T, a cooling power up to 100 W is possible. The power
consumption of such a magnetocaloric fridge is less than 60% of a conventional one.
Magnetic cooling systems were reviewed by Gschneider and Pecharsky [17].

A further fascinating application of superparamagnetic particles and one that is
already widely used in technical products is that of ferrofluids; these are stable
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Figure 8.29 Cycle of a system for magnetic magnetic field, the temperature of the material
refrigeration. Moving a magnetic specimen is reduced. The material, which is now cooler, is
leads, in an adiabatic system, to an increase of  brought to the part of the system, where cooling
the temperature. In the next step, within the is required; the material gets warmer again and

magnetic field, the material is cooled downto s ready for the next cycle.
room temperature. After removing the
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Figure 8.30 Technical realization of a magnetic refrigeration system using a superparamagnetic
material fixed on a rotating disk. The four cycles described in Figure 8.28a are now found in two
stages, one of these is connected to a permanent magnet.
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suspensions of superparamagnetic particles in a liquid. In order to avoid the
particles coagulating magnetically, they are coated with a second distance-holder
phase. Ferrofluids are discussed in greater detail in Section 6.3.

8.5
Exchange-Coupled Magnetic Nanoparticles

Based on the details of nanoparticle interaction described in previous chapters, it
might be concluded that this phenomenon is persistently disadvantageous.
However, it has been shown by Kneller that a wise combination of different
magnetic nanoparticles can provide significant improvements in the properties of
magnetic materials [18]. These new materials consist of a mixture of hard and soft
magnetic nanoparticles. The soft magnetic particles, which usually are super-
paramagnetic, are located directly adjacent to a hard magnetic particle, the dipole
moments of which force magnetization of the soft magnetic particles in the same
direction. Consequently, the whole arrangement around the hard magnetic
particles becomes oriented magnetically in the same direction (see Figure 8.31).

In the situation shown in Figure 8.31, the randomly oriented hard and soft
magnetic nanoparticles are “exchange-coupled.” As these particles are in contact
with each other, any dipolar interactions need not be considered; hence, the
assembly becomes one of exchange-coupled nanocrystals. In contrast to dipolar
interaction, exchange coupling leads to a parallel orientation of the moments over
the whole sample. Magnetic crystal anisotropy leads to a preferential alignment of
the magnetic moments in the “easy” direction of magnetization for each particle.
Now, theory suggests that the exchange energy connected to this process is
proportional to the surface, whereas the energy of anisotropy is proportional to
the volume of the particles. This leads to a size-dependent interplay of two energetic
terms and results in a “correlation volume” filled with parallel-aligned magnetic

hard magnetic | soft magnetic
particle particle

Figure 8.31 Model of an exchange-coupled hard magnetic material according to Kneller and
Hawig [18]. The hard magnetic particles (red ovals) are coupled to soft magnetic particles (gray
ovals). The exchange-coupled particles behave as though they have new properties.
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moments [19]. It has been shown by Herzer that the size of the correlation volume is
given by:

A\®1 \% A\®1
Veorr = (E) V73 or Neon = ;orr = (E) 174 (8.16)

where V., is the correlation volume, N, is the number of particles within the
correlation volume, K is the constant of magnetic anisotropy, and v is the volume of
each particle, assuming that all particles are of equal size. A, which is the exchange
constant of nanoparticles, characterizes the process of exchange and is usually in the
range of 10 '?Jm™"'. Equation (8.16) states that the correlation volume increases
with decreasing size of the particles and decreasing constant of anisotropy. In other
words, the exchange volume of hard magnetic materials is smaller than that of soft
magnetic materials. However, the correlation volume or equivalent number of
exchanging particles N, is limited as the smallest size of the magnetic particles is
also limited. Assuming magnetic particles with a diameter of 5nm, in most cases
the diameter of the correlation volume would be in the range of 100 nm.

The hard magnetic material proposed by Kneller consists of two different types of
magnetic particle: (i) a hard magnetic phase and (ii) a soft magnetic phase with a
constant of anisotropy that is at least two orders of magnitude smaller than that for the
hard magnetic phase. Provided that the particles are sufficiently small, the effective
constant of anisotropy of such a system is close to that of the hard magnetic phase, even
when both magnetic phases have equal volume fractions. The advantage of such an
exchange-coupled hard magnetic material is clear: normally, hard magnetic materials
have high coercivity and low saturation magnetization and remanence, whereas soft
magnetic materials are characterized by a very small coercivity and a high saturation
magnetization. Exchange-coupled composites combine the advantages of both sys-
tems, as shown graphically and in simplified manner in Figure 8.32.

hard material soft material exchange coupled

material
il /

magnetization
+
Il

W Y

field field field
Figure 8.32 Hard exchange-coupled materials ~ Soft magnetic materials show high saturation
are composites of hard and soft magnetic magnetization but low coercivity. An exchange-
materials; this combines the advantages of both coupled composite combines high saturation
groups. Hard magnetic materials have high magnetization with high coercivity.

coercivity but low saturation magnetization.
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It can be seen in Figure 8.32 that the combination of hard and soft magnetic
materials produces a new hard magnetic material with a significantly higher
remanence, but the coercivity is essentially unchanged. This design allows the
production of permanent magnets with higher energy products (energy product=
coercivity x remanence) than are possible using conventional designs. It must also
be noted that, in general, hard magnetic materials are significantly more expensive
than soft magnetic materials and therefore exchange-coupled hard magnetic mate-
rials are not only more effective, but also more economic — a rare combination!

Generally, it is possible to use either a hard or a soft magnetic material with the
appropriate inclusion of the other type of magnetic material. However, certain
experimentally well-supported theoretical reasons exist as to why the application of
hard magnetic islands in a soft magnetic matrix leads to the best possible results.
This type of composite magnet is illustrated schematically in Figure 8.33.

Figure 8.33 also illustrates the difference between a magnet with random-oriented
hard magnetic particles and one with an optimized structure. Normally, such an
optimized structure would be obtained by using self-organization or precipitation
processes where, in most cases, a-Fe would be used for the soft magnetic phase and
an NdFeB alloy for the hard phase. The advantage of exchange-coupled permanent
magnets therefore becomes obvious as a superior product is obtained despite using
areduced amount of the expensive hard magnetic material. The very best results are
obtained when Fe;Pt is used as the soft magnetic phase and FePt as the hard
magnetic phase [20]. When producing this composite, Zeng et al. [20] started with a
mixture of Fe;0, and FePt, formed a body, and annealed this mixture at 650 °C in a
reducing atmosphere. The starting mixture and the final product at high magnifi-
cation are shown in Figure 8.34a and b, respectively. Clearly, the well-ordered

hard magnetic material

soft magnetic material

optimized structure
with aligned hard
magnetic particles

random aligned hard
magnetic particles

Figure 8.33 Two different types of exchange-  oriented in random. (Right) The material
coupled hard magnetic material. In both cases, exhibits an optimized structure, where the hard
the magnetic hard phase is embedded in a soft magnetic particles with uniform particle size are
magnetic matrix. The varieties differ in the oriented parallel close to the axis of the work
arrangement of the hard magnetic phase. (Left) piece.

The particles with broad size distribution are
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Figure 8.34 Starting mixture and final Fe;O4 and FePt (soft magnetic phase).
structure of an exchange-coupled hard (b) High-resolution electron micrograph of the
magnetic composite based on FesPt as soft resultant Fe;Pt/FePt hard magnetic composite
magnetic phase and FePt as hard magnetic [20] (Reproduced by permission of the Nature

phase [20]. (a) Starting composite consisting of Publishing Group.)

starting mixture formed a mixture of FePt and Fe;Pt. A high-resolution electron
micrograph of the final reaction product shows the perfect distribution of the
magnetic phases after the reaction step (see Figure 8.34D).

In order to obtain a nanosized regular structure in the final product, with perfect
distribution of the two different magnetic phases, a well-ordered regular structure
(as shown in Figure 8.34a) is necessary within the material before the annealing
stage is started. The energy product of this composite magnetic material exceeds the
theoretical possible maximal value for FePt by more than 50%.

In a further attempt, Zeng et al. [21] produced an even more regular structure by
coating FesgPt,, with Fe;O, of different thickness. Such a structure, obtained with a
particle size of 4nm and a coating thickness of 0.5nm, is shown in Figure 8.35,

Figure 8.35 Electron micrograph of a hard the metallic particles; the lighter ring indicates
magnetic composite consisting of FesgPty, as  the oxide coating [21] (Reproduction with
hard magnetic phase and Fe;0, as soft permission by the American Chemical Society.)

magnetic phase. The darker region represents
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Figure 8.36 Magnetization curve of an exchange-coupled hard magnetic nanocomposite
consisting of FesgPts, as hard magnetic phase and Fe;O, as soft magnetic phase. The oxide was
applied as 1-nm thick coating on the surface of the FesgPty, particles [21].

where the darker region represents the FesgPty, particles and the lighter ring the
Fe;0, coating.

The magnetization curve of such a product with a coating thickness of 1 nm is
shown in Figure 8.36. This magnetization curve displays a remarkable saturation
magnetization and high coercivity. The energy product of this composite is approxi-
mately 38% higher than the highest value that is theoretically possible for the pure
PtFe bulk material. Similar interesting results and high coercitivities are found in
Ni/NiO composites [22].

A magnetically hard—soft exchange coupled system may consist of coated mag-
netic particles only. One can, for example, used magnetically hard CoFe,0, (for the
constants of magnetic anisotropy, see Table 8.1) kernels and coat these particles with
magnetically soft MnFe,0,. Such a material was designed and synthesized by Lee
et al. [23]. In this case, the material was developed for hyperthermia application in
cancer therapy. For this application, it is necessary that the particles are super-
paramagnetic to avoid clustering of the particles in the blood vessels and exhibit
significantlosses in an external magnetic alternating current (AC) field. Lee et al. [23]
compared the specific power loss at a frequency 400 kHz of the pure particles with
that of the coated particles; Figure 8.37 displays the results. The increased loss of the
exchange-coupled particles is significant. By modifying the composition, further
improvement of the particles was achieved.

Until this point, exchange-coupled magnetic materials have been discussed from
the viewpoint of hard magnetic materials. However, some extremely interesting
applications of this class of materials involve soft magnetic materials. When the
constant of magnetic anisotropy becomes extremely small, it is clear from Eq. (8.16)
that the correlation volume may be huge for an “ultrasoft” magnetic material. The
constant of anisotropy of these materials, which in most cases are metallic, is more
than an order of magnitude smaller than that for soft ferrites. For materials such as
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Fe;O, 15 nm

MnFe,O; 15 nm

CoFe,05 12 nm

CoFe,0; / MnFe,0O, -
|
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specific loss power [Wg1]

Figure 8.37 Specific loss power, determined at  treatment, show extremal losses for the

400 kHz, of different magnetic particles with magnetically exchange couples coated particles
diameters in the range of 10 to 15 nm. The [23].

particles, intended for hyperthermia in cancer

FeSiBNbCu or FeZrB the constant of anisotropy is well below 10° J m ™ and, in this
case, the estimated correlation volume is of macroscopic size. As the exchange-
coupled particles act as one particle, the susceptibility as estimated according to
Eq. (8.10) leads to extreme high values, because the magnetic moment of each
particle becomes quadratic in the calculation of the susceptibility. However, in the
case of metallic particles, to avoid eddy current losses in the case of high-frequency
applications, it is an important prerequisite for successful application that each of
the particles is coated with a thin insulating layer. For technical applications, this
layer is produced either by oxidizing the surface of the particles or by coating with
silica. This design leads to soft magnetic materials with unmatched high suscepti-
bilities for electronic applications.

Composite materials based on this design are already available commercially, with
typical examples being (Ni,Fe)/SiO,, Co/SiO,, Fe,Co/SiO,, NiFe,0,/SiO,, or (Ni,
Zn)Fe,04/Si0, (http://www.inframat.com/magnetic.htm). Currently, research in
this area is generally related to processes for synthesis.

Nonetheless, recent developments have been heading in the direction of
increasing the frequency of application. Zhao et al. [24] have reported the details
of such a material that demonstrates typical room temperature magnetization
curves and where the magnetically active material was FeNi coated with silica (see
Figure 8.38). Here, the thickness of the coating is used as a parameter and it is
important to realize that in these magnetization curves hysteresis is not visible.
The size distribution of the particles was quite broad and ranged from 10 to
150nm. As expected, with increasing thickness of the coating, the saturation
magnetization was seen to decrease, while the weight fraction of the magnetic
active fraction decreased (Figure 8.38). Nonetheless, the saturation magnetization
was remarkably high.

Perhaps the most important characteristic of this type of material is the high-
frequency behavior. The major part of the susceptibility 4’ and the quality factor of
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Figure 8.38 Magnetization curves of soft magnetic FeNi coated with SiO, of different thickness.
As expected, the mass-related magnetization is reduced with increasing thickness of the
nonmagnetic coating [24].

this type of material compared to competing conventional (Co,Ni)Fe,O, ferrites are
shown graphically in Figures 8.39 and 8.40.

The data in Figure 8.39 show that, although the susceptibility of the new exchange-
coupled material is less than that of a commercial cobalt/nickel ferrite, in contrast to
the ferrite the maximum frequency of application goes beyond 107 Hz, in this case at
least up to 10® Hz. (The frequency of application for this ferrite is limited by Bloch
wall resonance, as indicated in Figure 8.39, by an increase of susceptibility. During

10% — ial (Co,Ni) ferrite
E 3.11 gem™, 9 nm
~—— 3.63 gcm™®, 6 nm
—6.15 gcm™, 3nm
210"
3
e L
8 10" |
2
)
00
10 — : - e
10” 10% 10” 10"
frequency [Hz]
Figure 8.39 Real part of the complex of the commercially available material was
susceptibility of soft magnetic composite higher; however, due to Bloch wall resonances

consisting of FeNi kernels coated with SiO, of  the application was limited to frequencies
different thickness compared to a commercially significantly below 10" Hz [24].
available (Co,Ni)Fe,O, ferrite. The susceptibility
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Figure 8.40 Quality factor (Q) of a soft Fe, O, ferrite. While above a few 10" Hz the
magnetic composite consisting of FeNi kernels  conventional ferrite is no longer applicable, the
coated with SiO, of different thickness nanocomposite can be used up to frequencies

compared to a commercially available (Co,Ni)  above 10® Hz, even when Q is reduced [24].

resonance, the magnetization losses are increased dramatically.) However, when
considering the quality factor Q (the inverse of the energy loss, and an important
figure of merit for high-frequency composite materials) the situation is quite
different (see Figure 8.40).

The commercial cobalt/nickel ferrite showing Bloch wall resonance in a frequency
range beginning close to 10" Hz showed a dramatic decrease in the quality factor in
this frequency range. It is clear that, above 10’ Hz, the exchange-coupled nano-
composites function better than the conventional materials. Furthermore, the
quality factor increases with increasing coating thickness although, as shown in
Figure 8.40, this is correlated with a significant loss of susceptibility. Such an effect is
also apparent in the magnetization curves. Hence, when considering technical
applications the materials must be selected by making the best compromise between
frequency range, susceptibility, and losses.

References

1 Morup, S. and Christiansen, G. (1993) 5 Tang, Z.X., Sorensen, C.M., Klabunde, K.J.,
J. Appl. Phys., 73, 6955-6957. and Hadjipanayis, G.C. (1991) Phys. Rev.

2 Jeong, J.-R., Lee, S.-L., and Shin, S.-C. Lett., 67, 3602—3605.
(2004) Phys. Stat. Sol., 241, 1593-1596. 6 Han, D.H., Wang, J.P., and Luo, H.L.

3 Cullity, B.D. (1972) Introduction to Magnetic (1994) J. Magn. Magn. Mater., 136, 176-182.
Materials, Addison-Wesley, Reading, MA, 7 Vollath, D. and Szabé, D.V. (2002) in
p. 410. Innovative Processing of Films and

4 Kodama, R.H., Berkowitz, A.E., McNiff, Nanocrystalline Powders (ed K.-L. Choy),
E.J., and Foner, S. (1997) J. Appl. Phys., 81, Imperial College Press, London,

5552-5557. pp. 219-251.

203



204

8 Magnetic Properties of Nanoparticles

8 Caizer, C. and Hrianca, 1. (2003) Eur. Phys.
7., 31, 391-400.
9 Vollath, D., Szabé, D.V., and Willis, J.O.
(1996) Mater. Lett., 29, 271-279.
10 Szabé, D.V. and Vollath, D. (1999) Adv.
Mater., 11, 1313-1316.
11 Néel, L. (1949) C. R. Acad. Sci. Paris, 228,
664-666.
12 Aharoni, A. (1964) Phys. Rev. A, 132,
447-440.
13 Elmore, W.C. (1938) Phys. Rev., 54,
1092-1095.
14 Shliomis, M.]. (1974) Sov. Phys.-Usp., 17,
153-169.

15 Vollath, D. (2010) Adv. Mater., 39, 410-4415.
16 Lawaczeck, R., Menzel, M., and Pietsch, H.

(2004) Appl. Organometal. Chem., 18,
506-513.

17 Gschneidner, K.A. Jr. and Pecharsky, V.K.
(2000) Annu. Rev. Mater. Sci., 30, 387-429.

18 Kneller, E.F. and Hawig, R. (1991) IEEE
Trans. Magn., 27, 3588-3560.

19 Herzer, G. (1997) in Handbook of Magnetic
Materials, vol. 10 (ed. K.H.J. Buschow),
Elsevier, Amsterdam, p. 415.

20 Zeng, H., Jing, L., Liu, ].P., Wang, Z.L.,
and Shouheng, S. (2002) Nature, 420,
395-398.

21 Zeng, H,, Jing, L., Wang, Z.L., Liu, ].P.,
and Shouheng, S. (2004) Nano Lett., 4,
187-190.

22 Yi, J.B,, Ding, J., Zaho, Z.L., and Liu, B.H.
(2005) Appl. Phys., 97, 10K306.

23 Lee, J.-H., Jang, ].-T., Choi, J.-S., Moon, S.
H., Noh, S.-H., Kim, J.-W., Kim, J.-G., Kim,
L.S., Park, K.I. and Cheon, J. (2011) Nat.
Nanotechnol., 6, 418-422.

24 Zhao, Y.W., Ni, C.Y,, Kruczynski, D.,
Zhang, X.K., and Xiao, ].Q. (2004) J. Phys.
Chem. B, 108, 3691-3693.



9
Optical Properties of Nanoparticles

9.1
General Remarks

In view of technical applications, the optical properties of nanoparticles and nano-
composites are of major interest. In addition to their economic importance, the
scientific background of these properties is of fundamental importance in order to
understand the behavior of nanomaterials.

When examining these optical properties, it is important to distinguish between
several major cases:

Adjustment of the index of refraction by adding nanoparticles to polymers.
Design of ultraviolet (UV) absorbers transparent for visible light.
Nanoparticulate pigments in transparent matrices.

Luminescent materials.

Photo- and electrochromic materials.

Bifunctional materials showing luminescence and ferromagnetic properties.

As the information relating to each of these examples is vast, only the most basic
facts will be explained at this point, although other optical properties will be
considered under one of the following topics.

9.2
Adjustment of the Index of Refraction

In many applications, it is necessary to adjust the index of refraction of a polymer
precisely to a given value. A typical example of this is the glue used to connect or fix
optical fibers for information transmission. One way to do this is to add nano-
particles with an index of refraction that differs from that of the polymer. At low
nanoparticle concentrations, the index of refraction of a composite #composite
consisting of a matrix with indices of refraction nauix for the matrix and nparicie
for the nanoparticles, may be estimated by:

Ncomposite = (1 - C) Amatrix + Chparticle (91)

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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This linear relationship of the index of refraction with particle volume fraction ¢
given in Eq. (9.1) has been experimentally very well verified; an example of the index
of refraction of a TiO,/poly(vinyl alcohol) (PVA) composite for different TiO, particle
fractions is shown in Figure 9.1. Within experimental accuracy, the linear correlation
given in Eq. (9.1) is fulfilled exactly, even at concentrations in excess of 10 vol%,
which are no longer “low.”

Particles that scatter light in a matrix reduce the transparency of the composite.
Hence, in order to obtain a transparent material it is necessary to minimize light
scattering at the nanoparticles in the composite. For spherical particles (i.e., smaller
than the wavelength of the scattered light), the total power of the scattered light
Pycatter in such a composite is, according to Rayleigh, given by:

6
Nparticle — Mmatrix &
Pycatter = K PoC P

where « is a constant factor, d is the particle diameter, 4 is the wavelength of the
scattered light in the matrix with refractive index #yaiv, 4 =~40/Mmatix (Ao is the
vacuum wavelength of the incident light), and P, is the intensity of the incident light.
From Eq. (9.2), it is clear that the particle diameter dis crucial as it has the power of 6.
Hence, to minimize light scattering, the particle size must be maintained as small as
possible and, in general, as a rule of thumb, perfectly transparent composites may be
achieved if the largest particles are less than 10% of the shortest wavelength under
consideration. Thus, as the shortest wavelength visible to the human eye is 400 nm,
the largest particle should not exceed 40nm in diameter if a material is to be
transparent over the whole range of visible light. It is important to note here that this
is the maximum particle diameter and not the average value; therefore, a very narrow
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Figure 9.1 Index of refraction of TiO,/PVA fulfilled perfectly within experimental accuracy,
composites as a function of TiO, particle even at concentrations of more than 10vol%
concentration. According to Nussbaumer et al.  that are no longer “small.”

[1], the linear correlation given in Eq. (9.1) is



9.2 Adjustment of the Index of Refraction

particle size distribution of small particles is indispensable, as even a few larger
particles will contribute more than proportionally to the scattering power. When d is
the optically active particle size, it is important to note that this is the size of the
nanoparticle clusters (if present). As clusters of particles cause a dramatic increase
in the light scattering, Eq. (9.2) does not allow for the presence of any clusters of
particles in applications requiring transparent dispersions.

Equation (9.1) indicates that a certain index of refraction may be adjusted either by
a smaller fraction ¢ of nanoparticles with a higher index of refraction or by a larger
fraction of particles with a lower index of refraction. Equations (9.1) and (9.2) give no
clue as to which of these two possibilities is better, but one possible answer may be
obtained by considering the concentration. For statistical reasons, it is unavoidable
that — even under the assumption of perfect blending — clusters consisting of two or
more particles will occur.

Assuming a matrix with the volume fraction c of particles and perfect blending of
the particles, the fraction ¢; for cluster consisting of i particles is in a first
approximation is given by:

c=d (9.3)

Therefore, only small fractions of particles with a high refractive index can reduce
the number of scattering clusters and therewith the amount of scattered light.
However, this is in contrast to the essence of Eq. (9.2), which states that the total
scattered power increases with the difference nparicie — Pmatix. This proposes the
addition to the polymer of nanoparticles with a small difference in the index of
refraction. However, the application of coated particles (in this case, ceramic
particles individually coated with the matrix polymer) overcomes the problem of
clustering completely.

When applying any ceramic nanoparticle to a polymer, care must be taken with
regards to the catalytic interaction, because most oxides with a high index of
refraction (e.g., TiO,, ZrO,) are strong photocatalysts. In the case of high UV
intensities, this may lead to a system with self-destroying properties. To avoid this,
the particles should be coated with a further catalytically inactive oxide; typical
examples include alumina- or silica-coated particles, as neither alumina nor silica
shows any catalytic activity. These measures allow optimization of the system using
particles with either large or small indices of refraction.

Essentially the same considerations are necessary when designing transparent
UV-absorbing materials, such as paints or lacquers, the only difference being a
requisite strong absorption in the UV region. Typical absorbers, which are
colorless to the human eye, include TiO,, ZnO, and ZrO,. Great care must be
taken when selecting these materials, and two important points must be
considered:

o All oxides effectively used as UV absorber are photocatalytic active materials.
® The onset wavelength of the absorption is particle size-dependent.

The photocatalytic activity of the nanoparticles must not lead to a self-destruction
of the composite system, and it is essential to check this point before fixing a
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Figure 9.2 UV absorption of two different respectively. The blue shift of the absorption
types of industrially produced titania over a maximum with decreasing particle size is
wavelength range from 200 to 600 nm [2]. The  evident; the flat onset of the absorption
mean particle sizes of the pigmentary and indicates a very broad particle size distribution.

ultrafine materials were 145 and about 45 nm,

combination of polymer matrix and nanoparticles. As mentioned above, the active
UV-absorbing nanoparticle must be coated with a second, catalytically inactive,
ceramic material such as alumina or silica.

The particle size dependency of UV absorption by TiO,, over a wavelength range
from 200 to 600 nm, is shown in Figure 9.2. Here, the pigment material has a mean
particle size of 145 nm, while the ultrafine material size is about 45 nm. The clearly
visible shift to shorter wavelength (blue shift) of the absorption maximum with
decreasing particle size is typical for the optical properties of nanoparticles (see
below). For both types of material, the onset of absorption is quite flat, indicating a
relatively broad particle size distribution. This is significantly different in the
spectrum shown in Figure 9.3, which shows the absorption of a nanocomposite
of 0.037 wt% TiO, in PVA (the near-negligible background absorption stemming
from the PVA is subtracted). In this case the particle size was also significantly
smaller, as might be realized by the remarkable blue shift of the onset of absorption
at around 320 nm.

Furthermore, as a consequence of the narrow particle size distribution, the
absorption maximum is, in contrast to the products shown in Figure 9.2, very
narrow. Provided that the particles are separated, a nanocomposite made of particles
as shown in Figure 9.3 is perfectly transparent in the visible region. This contra-
position of the optical absorbance of powders with broad and narrow particle size
distribution makes it clear that, for each application, an optimal powder character-
istic must be selected.
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Figure 9.3 Optical absorption of a 0.037wt%  particle size distribution, the onset of the

TiO,/PVA nanocomposite in the wavelength absorption is very steep and the maximum very
range from 200 to 800 nm, according to narrow. Provided that the particles are
Nussbaumer et al. [1]. Compared to Figure 9.2, individualized, a nanocomposite using a

the particle size was significantly smaller, material like this is perfectly transparent in the

leading to the remarkable blue shift of the onset visible region.
of absorption. As a consequence of a narrow

9.3
Optical Properties Related to Quantum Confinement

Quantum confinement is observed in cases of interaction between light and small
particles. Provided the particles are small enough, this interaction is dependent on
the particle size. The most important phenomena in this group are absorption and
emission of light. Emission of light by particles excited by energy-rich light is called
luminescence, which is the umbrella term summarizing fluorescence, where the
emission follows nearly immediately the absorption act, and phosphorescence, where
a significant time delay between absorption and emission is observed. The basic idea
of luminescence is depicted in Figure 9.4.

As noted in Section 9.2, the onset and the maximum of photon absorption exhibits
a blue shift with decreasing particle size. The same phenomenon is observed for the
most important optical property, light emission, and in this context a series of
phenomena characteristic of nanoparticles may be identified. One of the most
important groups of properties is connected with quantum confinement, which is
observed in the interaction of very small nanoparticles with light, when free
electrons and holes are created. The hole and the electron form a hydrogen-like
complex, called an exciton. Depending on the properties of the particle, the radius of
the exciton (known as the “exciton Bohr radius”), which increases linearly with
increasing dielectric constant, may range from 0.1 nm to a few nanometers.

Quantum confinement occurs when one or more of the dimensions of a nano-
crystal is/are smaller than the diameter of the exciton. This situation is depicted in
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Figure 9.4 Basic mechanism of luminescence: the material is excited by energy-rich photons,
such as UV light. This absorbed photon energy is, to a reduced extent, emitted as light with a
longer wavelength.

Figure 9.5. In Figure 9.5 the situation of a particle with a diameter larger than the
one of an exciton and a particle that is smaller than the exciton diameter. In the first
case, the electron ¢~ of the exciton walks on a circular path around the hole h*. In the
latter case, Figure 9.5, an electron, the partner of a positive hole h* excited by an UV
quantum walks randomly through the particle. The formation of an exciton is
impossible.

In this case, the absorption and emission of light are strongly particle size-
dependent. Interestingly, this is one of the very few cases where a quantum
phenomenon can be described in good approximation without solving
Schrodinger’s equation.

In the simplest case — quantum confinement systems — the electrons in nano-
particles are described as a “particle in a box with infinitely high walls.” Even when

d> 2rexciton . i
d = particle diameter

d< 2rexciton

@
Figure 9.5 Juxtaposition of two particles with  of an exciton in this material; hence, the
different size. In the case that an energy-rich formation of an exciton is impossible and the
photon creates a charged hole h™, the released  path of the electron within the particle is
electron circles around this positive charge and  somewhat random. (b) This phenomenon is

an exciton e” is created. (a) In the other case,  called “quantum confinement.”
the diameter of the particle is smaller than that
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this is quite a simplified situation, the conclusions, drawn by using such one-
dimensional box, are correct. The assumption of infinite walls is justified in the case
of insulating ceramic materials and, in most cases with good approximation, for
semiconductors, too. This is an idealized description of a free electron in a
nanoparticle with the diameter d. Generally, this problem of quantum confinement
in a particle is solved using the Schrodinger equation; however, a “particle in a box”
can be described with a simplified approach using the basic laws of quantum
mechanics. In a one-dimensional system, the condition for a standing wave
consisting of n half-waves of the wavelength 1 in a box with the size L (representing
the particle diameter) is:

i _

o =1 (9.4)

When substituted into the DeBroglie relationship, this leads to:

h  nh
p—mv—z—ﬂ (9.5)

where p is the momentum, m is the mass, v is the velocity of the electron, and h is
Planck’s constant. Now one can calculate the energy E,, obtaining:
- om? p h? n2h? n?

E, P o 9.6
2 2m 22m 8mI2 "I? (96)

Equation (9.6) states the main characteristic of quantum confinement systems, as
it shows that the energy of the electron is inversely quadratic to the particle diameter.
This describes the blue shift of the absorption edges with decreasing particle size.
The energy difference AE between two quantum levels n and n + 1 describes the
energy of an emitted photon:

(n+1)" —n? K (2n+ 1)h? ) 8mcl?
AE = Py = emD leading to 4= =1 (9.7)

Equation (9.7) clearly shows the blue shift with decreasing size L of the box, which
is equivalent to the particle diameter d, or the wavelength of the emitted photon
increases quadratically with the particle size d. However, it must be borne in mind
that the blue shift is not only observed in the quantum confinement case.

The solution of the Schrodinger equation leads to deeper insights. In order to
solve the “particle in a box” problem, potential walls limiting the particle must be
assumed. In the case of an insulating particle these walls are infinitely high and,
therefore, it is impossible for electrons to tunnel to the space outside the particle.
With decreasing height of the potential wall, the probability of finding electrons
outside the particle is increasing, as the electrons are tunneling into the space
outside the box. On the left-hand side of Figure 9.6 the electron density distribution
in an insulator is shown for quantum levels 1, 2, and 3. For a metallic particle, the
same data are plotted at the right-hand side of Figure 9.6. Independent of
the quantum level, there is a nonzero probability of finding electrons outside the
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Figure 9.6 Electron density distribution for quantum level, there is zero probability of
quantum levels 1,2, and 3 in an insulating and  finding electrons outside the particle, whereas a
a metallic nanoparticle obtained by solving metallic nanoparticle is surrounded by
Schrédinger’s equation for a particle in a box. In electrons. Electrons are tunneling into the
the insulating particle, independent of the space outside the particle.

particle. However, when considering transition from the insulator to the semi-
conductor, and finally to a metal, theory predicts an increasing probability of finding
electrons outside the particle. Finally, a metallic nanoparticle is surrounded by a
cloud of electrons (see Figure 9.6).

In addition, Pauli’s principle enforces a blue shift with decreasing particle size.
This is illustrated in Figure 9.7, which elucidates the transition from the energy
levels of one atom to the energy bands in an insulating crystal. In an atom, each
electron occupies one distinct energy level and each energy level can be populated by
only one electron. (Strictly speaking, taking the two possible spins into account,
these are two electrons, but for the consideration here this is not essential.) By
bringing two atoms together to form a molecule, a splitting of each energy level is
observed and this splitting continues with each atom added. For each additional
atom, one new energy level is created. Finally, in a crystal, the energy levels form
energy bands within which the energy differences are so small that they may be
considered as “quasi-continuous.” The energy difference E, between two energy
bands decreases with increasing size of the crystal (see Figure 9.7).

Figure 9.7 illustrates the positions of the electron bands in general. However,
when analyzing experimental data the situation is not easy, as indicated by the
simplified model leading to Egs. (9.6) and (9.7). In general, the energy of the emitted
photons as a function of particle diameter d is fitted by an equation such as:

K
AE = Ey +

- (9.8)
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Figure 9.7 Energy levels for one atom and the  continues with each further atom added. Finally,
transition from a molecule consisting of two or in a crystal, the energy levels form energy bands
more atoms to the energy bands of an where the energy differences are so small that
insulating crystal. Enforced by Pauli’s principle, the energy bands may be seen as “quasi-

in an atom, each electron occupies one distinct ~ continuous.” The energy difference E, between
energy level, populated by one electron only. two energy bands decreases with increasing
Bringing two or more atoms together causes a  number of atoms in the crystal.

splitting of each energy level to occur, which

where Ej and K are constant values, and a is, in most cases, a noninteger number.
One reason for the noninteger exponents is simply that, in most cases, there is not a
single well-defined particle size, but rather a particle size distribution.

When considering materials in the “real world,” a distinction must be made
between metals, semiconductors, and insulators. In metals, the highest occupied
band is not completely filled and therefore the movement of electrons (which is
equivalent to electric conduction) is possible. These are termed “free” electrons. In
contrast, in semiconductors and insulators the last occupied band is filled com-
pletely and, as free electrons are not available, then electric conduction is impossible.
In semiconductors, however, the energy gap is so narrow that some of the electrons
have sufficient energy to jump, when thermally activated, into the next band. This
creates electron “holes” in the originally filled band and free electrons in the next
(initially empty) band; as a consequence, the conduction of electricity becomes
possible (see Figure 9.8). (In doped semiconductors, additional, isolated energy
levels are created in this gap and this also leads to electrical conductivity.)

In Figure 9.8, the level of the Fermi energy is also indicated. At absolute zero
temperature, the Fermi energy E is the energy level of the least tightly bond electron
within a solid. Together with the energy of the gap E, the Fermi energy level is an
important parameter when characterizing a solid. With nanoparticulate semicon-
ductors it is clear that, in the case of decreasing particle size, the band gap widens,
and this may have the consequence that semiconductors will increasingly acquire
the properties of insulators.

The electrons in the incompletely filled conduction band of a metal are called “free
electrons;” in crude terms, such electrons behave like water in a pot, in that they
move collectively in discrete waves called “plasmons” (this point is discussed in
detail in Section 9.5).

An increase of E; with decreasing particle size leads necessarily to a blue shift of
any absorption, or to the emission of photons. A typical example of the particle size-
dependent band gap energy E, is shown in Figure 9.9 for silicon and germanium

213



214 | 9 Optical Properties of Nanoparticles

thermally  empty
excited states
electrons  “holes”

l
|
3 Fermi

rs

energy —

metal semiconductor insulator
Figure 9.8 Energy bands in metals, semiconductors the energy gap is so narrow
semiconductors, and insulators. Metals are that the thermal energy of some electrons is
electric conductors because the highest sufficient to jump into the next band, creating

occupied band is not completely filled, allowing  “holes” in the originally filled band and free
movement of electrons, which is equivalentto  electrons in the next, initially empty, band.

the possibility for electric conduction. In Therefore, conduction of electricity is possible.
semiconductors and insulators, the last Additionally, the level of the Fermi energy E¢
occupied band is filled completely; therefore, (the energy level of the least tightly bond

electric conduction is impossible. However, in  electron within a solid) is indicated.

nanoparticles. Here, the parabolic increase in the band gap with decreasing particle
size, as predicted by Eq. (9.6), is clearly visible. However, these data also show that
these phenomena are only of any importance when in the particle size range below
around 5nm.

7
Band gap
—8i
-~ Ge
s
2
o
L]
o
o
[
3 3¢
2f =
1',,......,,,,...
1 2 3 4 5

particle size [nm]

Figure 9.9 Band gap energy E; for silicon and  data also show that the increase in band gap
germanium nanoparticles according to Khurgin  width is important only for particles well below
et al. [3]. Note the parabolic increase of the 5 nm diameter.

band gap with decreasing particle size. These
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Figure 9.10 Emission spectra of CdSe gap but, therefore, also the wavelength of the
nanoparticles as a function of the particle size  emitted photons. The blue shift of the emission
according to Smith et al. [4]. The figure shows  for decreasing particle size is also evident.

that particle size influences not only the band

The influence of particle size is found not only in the band gap but, therefore, in
the wavelength of the emitted photons, too. The emission spectra of CdSe nano-
particles with different sizes are shown in Figure 9.10, where the blue shift of the
emission for decreasing particle size is clearly apparent. The color of the spectra in
Figure 9.10 should indicate the color of the emitted light. Generally, it is possible to
functionalize particles, which emit at different wavelengths in different ways in
order to attach them to various biological phases. The clear separation of the
emission spectra of the particles shown in Figure 9.10 demonstrates the possibility
of distinguishing different biological phases by the color of the emitted light.
However, itis a necessary requirement that the particle size distribution is extremely
narrow, as otherwise the emission spectra will overlap too much.

Equation (9.7), which is so nicely validated, for example, with Figure 9.10, is
limited when the particles gets too small. In the case that the structure of the particle
is no longer stable or starts fluctuating between two phases (see Section 7.7), the
emission spectra are not longer clearly defined. Figure 9.11 shows the emission
spectrum of CdSe particles with sizes around 2 nm. This spectrum has no longer
any similarity with those depicted in Figure 9.10. Electron microscopy and molecu-
lar dynamic calculations revealed that the structure of the particles was no longer
stable. It fluctuated between different configurations of the atoms [5].

The broad emission spectrum of these small, fluctuating particles comes into the
direction of white light.

In addition to changing the particle size, the energy of the emitted light may also
be influenced by the composition of the nanoparticles. The emission of CdSe and
CdTe of equal particle size of around 5.5 nm is shown in Figure 9.12, and CdTe can
be seen clearly to emit photons of less energy compared to CdSe. As both materials
show some degree of solubility in the crystalline phase, it is possible to produce solid
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Figure 9.11 Emission spectrum of CdSe Therefore, the appearance of the spectrum is

particles with a diameter of about 2 nm. Owing
to their small size, the structure of these
particles is no longer stable and they fluctuate.

entirely different as compared to that in Figure
9.10 [5]. Under these conditions, Eq. (9.7) is no
longer valid.

solutions in this system and thereby to alter the energy of the emitted light.
Interestingly, the partial exchange of selenium by tellurium leads to a further
red shift of the emission beyond that of pure CdTe.

As mentioned above, the change in band gap and quantum confinement phe-
nomena led to a blue shift of any interaction with photons, and an excellent example
is provided by Pratsinis et al. [6,7] (www.ptl.ethz.ch/research/res_top_Qdots; see
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Figure 9.12 Color of emitted light is influenced
both by particle size and composition. Here, the
emission of CdSe and CdTe of equal particle
size around 5.5 nm is plotted; clearly, CdTe

emits less energy-rich photons compared to
CdSe. The exchange of some selenium by
tellurium leads to an additional red shift of the
emission beyond that of pure CdTe [4].
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Figure 9.13 Absorption spectra of ZnO nanoparticles of different sizes according to Pratsinis
et al. [6,7]. Reducing the particle size from 12 to 3 nm leads to a clearly visible blue shift of the
absorption spectrum.

Figure 9.13). Here, the absorbance of ZnO is shown as a function of wave-
length and particle size, and the blue shift with decreasing particle size from 12
to 3nm is clearly visible. This again demonstrates the possibility of tailoring the
optical properties of nanoparticles simply by the particle size (as displayed in
Figure 9.10).

Based on the Tauc relationship [8], Mills et al. [9] developed an empirical formula
that allows the energy of the band gap to be estimated, by relating optical absorption
a and band gap energy Eg:

(ahv)" = const(hv — E,) (9.9)

where h is Planck’s constant and v is the frequency of the light. According to
Eq. (9.9), a plot of (ahv)" versus a can be used to determine E,. According to Tauc,
the exponent n, varying in the range from 1/3 to 2, represents the type of electronic
transition causing photon absorption.

For practical applications, the steep increase in absorption can be used for this
estimation. In relation to the example given in Figure 9.13, the energy-rich, linear
part of the graph in Figure 9.13 is extrapolated and the intersection with the abscissa
(ahv)" — 0 is then determined to give the optical band gap. In many cases, it is not
unequivocal which exponent should be selected.

While the application of Eq. (9.9) supposes one distinct particle size, in reality
there is always a more or less broad particle size distribution and therefore the band
gap obtained when using this method is only a rough estimation. Such a Tauc plot is
shown in Figure 9.14, where the data from Figure 9.13 were applied.

Extrapolation of the (more or less) linear part of the graph leads to a gap width of
3.08 eV for the 3-nm particles and 2.87eV for the 12-nm particles. The strong
deviation from linearity and Eq. (9.9) is, most likely, caused by the particle size
distribution.
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Figure 9.14 Tauc plot according to Eg. (9.9) gives the width of the optical band gap. In this

[8,9], using the absorption data for ZnO example, a gap width of 3.08 eV for the 3-nm
nanoparticles with different sizes shown in particles and 2.87 eV for the 12-nm particles
Figure 9.13. The intersection of the was determined.

extrapolation with the abscissa (ahv)®> — 0

Semiconducting nanoparticles are the classic example of quantum confine-
ment systems. A wonderful example of the behavior of semiconducting nano-
particles is that of lead sulfide (PbS). Depending on the particle size, the band gap
increases from 0.41 eV in bulk crystals up to a few electron volts in nanoparticles.
Therefore, bulk PbS absorbs throughout the visible range and hence appears
black. However, with decreasing crystal size, the color changes to dark brown,
while suspensions of PbS nanoparticles are clear and reddish. In this context,
interesting experimental results have been provided by Reisfeld [10], who
prepared nanosized semiconducting PbS particles in glasses by using the sol-
gel method. The optical properties of these materials are shown graphically in
Figure 9.15. Reisfeld demonstrated a blue shift of nanoparticles with decreasing
particle size; the absorbance of PbS nanoparticles as a function of the wavelength
for particle sizes 4.8, 5.4, and 6.0 nm are shown in Figure 9.15a. The blue shift of
the absorbance found with decreasing particle size is correlated to a widening of
the band gap.

Figure 9.15b displays a plot according to Eq. (9.9) to estimate the gap width. The
intersection of the extrapolation of the linear part of the graph with the abscissa at
(ahv)® = 0 yields the band gap, which is seen clearly to widen, from 1.42 eV for the
6-nm particles to 1.92eV for the 4.8-nm particles. A plot of the gap width versus
inverse particle size squared is shown in Figure 9.16, and this demonstrates the
validity of Eqgs. (9.7) and (9.8). Clearly, the exponent —2 for the particle size is
perfectly valid, although a minor deviation may be caused by the particle size
distribution and experimental uncertainties. In any case, the validity of the simple
considerations leading to the exponent —2 is very well justified.
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Figure 9.15 Absorbance and Tauc plot of PbS  according to Eg. (9.9) allows an estimation of
nanoparticles with sizes of 4.8, 5.4, and 6.0nm the gap width. The intersection of the
according to Reisfeld [10]. (a) Absorbance of extrapolation of the linear part of the graph with
PbS nanoparticles as a function of particle size. the abscissa at (ahv)? — 0 gives the band gap.
The blue shift of the absorbance found with There is a clear widening of the band gap, from
decreasing particle size is correlated to a 1.42 eV for the 6-nm particles to 1.92 for the
widening of the band gap. (b) Tauc plot for PbS  4.8-nm particles.

Again, this example clearly demonstrates the possibility of adjusting the optical
properties —in this case “color” — by the particle size that, in this example, is adjusted
by annealing at different temperatures.

These elementary considerations are valid for isolated particles and composites
with low concentrations of particles. Otherwise, the properties are defined rather by
the distance between the particles than by their number. Often, the excited nano-
particles form a dipole and, as in the case of organic lumophores, these dipoles may
interact. Although the distance of interaction is, at maximum, 10 or 15nm, the
interacting dipoles give rise to excimer (see Section 9.6) formation and this may lead
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Figure 9.16 Plot of gap width versus inverse Here, the exponent —2, as predicted by theory
particle size squared for PbS data derived from  for the particle size dependency, is perfectly
Figure 9.15a and b. This perfect linearization valid.

clearly shows the validity of Egs. (9.7) and (9.8).

to significant changes in the emission spectra. Zinc oxide (ZnO) is a good example of
the formation of dipolar nanoparticles [11] that, in the excited state, exhibit a dipole
moment leading to a permanent dipole-induced dipole interaction. This signifi-
cantly influences the emission wavelength of the composites, and in this situation
the size-dependency of the emitted wavelength is no longer than d? rather, a
dependency on d’ was theoretically predicted and verified experimentally [11,12]. As
an example, the emission wavelength of ZnO coated with poly(methyl methacrylate)
(PMMA) as a function of particle size is shown in Figure 9.17a. However, perhaps
more interesting is the rectified plot shown in Figure 9.17b, where the emission
wavelength is plotted according to considerations of Monticone et al. [11] versus d >
Again, the minor deviations between the experimental and fitted lined are due to
experimental variation, notably in relation to the particle size. (It should be noted
here that, in contrast to Figure 9.16, the ordinate is inverse wavelength rather than
energy, these being proportional quantities.)

Further materials used for exploiting the quantum confinement phenomena
include CdSe, CdS, GaAs, and GaN. In most cases, these nanoparticles are applied
as isolated particles, especially in biotechnology, or as thin films.

In many cases, the properties of luminescent material depend heavily on the
environment and the method of synthesis. As a typical example, the photo-
luminescence spectra of PbS in polystyrene in the infrared (IR) (Figure 9.18a)
and visible range (Figure 9.18D) are provided here. Emission in the IR range was
excited by 532-nm photons, whereas the excitation wavelength for emission in the
visible range was 325nm. Apart from the formation of PbS in polystyrene, the
applied process of synthesis inherently led to the formation of some PbSOs. The
occurrence of this byproduct was identified using spectroscopic methods; a
noncritical view of the results of luminescence measurements conveys the
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Figure 9.17 Particle size dependency of the et al. [11], the proportionality A" o< d~* was

emission wavelength of ZnO in the visible applied, indicating a dipole interaction between
range [12]. (a) Emission wavelength of ZnO the particles in the excited state. The
coated with PMMA as a function of particle experimental data follow this relationship

size. (b) Rectification of the experimental data  perfectly.
from Figure 9.17a. According to Monticone

impression of a strong influence of this byproduct, although a more critical
analysis may change this opinion.

The lead content, particle size, and position of the maxima of the emission peaks
of samples used for these measurements (as shown in Figure 9.18a and b) are listed
in Table 9.1, in which the PbSO3/PbS ratio is also specified. The data show clearly
that the particle size increases with increasing lead content in the composite.
Additionally, the luminescence intensity increases with decreasing particle size.
The authors assumed that SO;~ ions covered the surface and therefore the content
of PbSO; would increase with decreasing particle size, which was in turn related to
an increasing particle surface. However, this assumption proved inadequate as the
content of PbSO; was so large that it would cover the PbS particle surface with a
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Figure 9.18 Photoluminescence of constant concentration, the number of small
PbS/polystyrene nanocomposites with particle  particles exceeds that of the larger particles;
sizes from 6.1 to 7.9 nm [13]. The relationship  hence, the luminescence intensity increases
between particle size and composition is shown with decreasing particle size. (b) Emission of
in Table 9.1. (a) Emission of PbS/polystyrene PbS/polystyrene nanocomposites in the visible

nanocomposites in the IR range excited by range. The excitation wavelength for this

532 nm photons. As expected from the theory  emission was 325 nm. The emission in the

of quantum confinement, the wavelength of visible range does not follow the general rule of
emission in the IR decreases with decreasing blue shift with decreasing particle size and there
particle size. The explanation for the different  is no simple explanation for this phenomenon.
luminescence intensities is found in the For the intensity, the same consideration as in
different particle size. As the luminescence the case of the IR emission may hold.

intensity is related to the number of particles, at

2-nm layer for the smallest particles and a 1.3-nm layer for the largest particles.
Thus, the explanation for different luminescence intensities must lie in the different
particle size. Since, at constant concentration, the number of small particles exceeds
that of the larger particles, the luminescence intensity is related to the particle
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Table 9.1 Particle sizes, lead content, and PbSO;/PbS ratio of specimen for which luminescence
properties are shown in Figure 9.18a and b.

Particle size (nm) Lead content (wt%) PbSO;/PbS ratio Emission peak in the IR (nm)

6.1 13.0 3.2 1190
6.6 16.8 2.7 1320
7.2 24.5 1.7 1480
7.9 31.2 1.2 1570

number. As would be expected from the theory of quantum confinement, the
wavelength of the emission in the IR decreases with decreasing particle size. While
this is a further example of the blue shift with decreasing particle size, the emission
in the visible range does not follow this general rule.

9.4
Quantum Dots and Other Lumophores

At this point it might be pertinent to ask: “What is so special about light-emitting
quantum dots in comparison to organic lumophores?” An answer might be
provided by Figure 9.19a and b, in which the absorption and emission spectra of
CdSe quantum dots and an organic compound (fluorescein isothiocyanate, FITC),
emitting roughly at the same wavelength, are compared. For the quantum dots,
provided that the particle size distribution is extremely narrow, the emission profile
is more narrow and symmetric as compared to the organic lumophore. Therefore,
nanoparticles that emit at different colors may be simultaneously excited with a
single light source, making multiplexed detection of different biological targets
possible. Additionally, the absorption spectra of organic compounds are relatively
narrow in comparison to quantum dots exhibiting a broad absorption spectrum that
range deep into the UV. Hence, the selection of an excitation source for luminescent
nanoparticles is less critical as compared to organic lumophores. Furthermore,
quantum dots can be tuned to emit over a broad range of wavelengths by changing
size and composition. This tunability provides the possibility of adjusting the
emission also in the near-IR, thereby allowing fluorescence imaging to be conducted
in living organisms. A further advantage may be found in the fact that one can
produce particles emitting in different colors; however, with identical surface
chemistry. The only major disadvantage here is the significantly larger size as
compared to organic lumophore molecules.

At present, the economically most attractive application of luminescent nano-
particles is found in biotechnology and diagnostics. For this application, it is
necessary to attach antibodies, peptides, or proteins at the surface of the particles.
These compounds must be selected in such a way that they attach exactly at the
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Figure 9.19 Comparison of absorption and smaller size of the organic lumophore
emission spectra of organic lumophores (FITC) molecules may be a significant advantage.
(a) and CdSe quantum dots (b) emitting (b) Absorption and emission spectra of CdSe
roughly at the same wavelength according to nanoparticles. Compared to the spectra of the
Smith et al. [4]. (a) Absorption and emission organic lumophore depicted in Figure 9.19a,
spectra of FITC. The characteristics of this class the emission spectrum is more narrow and the
of compound are relatively broad emission absorption in the UV range is more effective.

spectra and a strong limitation of an effective ~ Therefore, the selection of an excitation source
absorption with respect to shorter wavelengths.  for luminescent nanoparticles is less critical as
Compared to quantum dots, the significantly compared to organic lumophores.

intended receptor. A typical example is shown in Figure 9.20, where CdSe(ZnS)
quantum dots were functionalized with two different compounds; one of these is
attached at the surface (Figure 9.20a) and the other is localized in the cell nucleus
(Figure 9.20D).

It is well known that the incorporation of nanoparticles in polymers may lead, in
the case of chemical bonding at the particle surface, to additional optical phe-
nomena. In this context, the most interesting area is the incorporation of
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(a)

Figure 9.20 Application of CdSe(ZnS) exactly at the intended cell receptor. (a) The
quantum dots for luminescence staining of nanoparticles are functionalized to attach at the
living cancer cells according to Smith et al. [4].  cell surface. (b) Due to different

For this application, antibodies, peptides, or functionalization, the quantum dots are
proteins are attached at the surface of the localized in the cell nucleus. (Reproduced by

particles selected in such a way that they attach  permission of John Wiley & Sons.)

luminescent particles into bulk polymers. These approaches protect the particles
against degradation caused by interaction with the surrounding atmosphere [14].

Perhaps of most interest is the creation of luminescent composites by coating
oxide particles with a polymer. An example of luminescence based on the interaction
of oxide particles with PMMA is shown in Figure 9.21a where, besides the excitation
line at 325 nm, the photoluminescence spectra of alumina without and with PMMA
coatings are shown. The suspension of nanocomposites in a liquid at either high or
low concentration leads to identical spectra.

It is of interest to note that this emission is dependent only on the combination
PMMA/oxide and not on the type of the oxide, as long it is an insulator. This is
demonstrated in Figure 9.21b, where the different oxides clearly excel at different
luminescence intensities of the powder. For example, HfO, nanoparticles exhibit the
highest and WO, nanoparticles exhibit the lowest luminescence intensity. Except for
tungsten oxide, the particle size of the ceramic cores was of the order of 5nm,
although in contrast to the intensity the position of the luminescence intensity
maximum depended only weakly on the oxide core. With high probability, this is an
effect of the particle size and does not depend on the oxide. Furthermore, it is
obvious that PMMA-coated particles of the wide-gap insulators HfO,, ZrO,, and
Al,O; show the highest photoluminescence intensity, while those of the semi-
conducting particles, such as SnO and WO,, show the lowest. Additionally, intensity
is increased with increasing UV absorption in the ceramic core; this relationship is
shown quantitatively in Figure 9.22, where in aqueous suspension the absorbance at
325nm (the excitation wavelength) is related to the luminescence intensity.

The strong correlation between UV absorption in the ceramic core and lumines-
cence intensity is clearly apparent in Figure 9.22, and indicates that the primary
process of photon absorption occurs — with high probability — in the ceramic core.
However, the reason for this luminescence phenomenon (i.e., the transfer of
excitation from the core to the coating) remains unanswered and to clarify this
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Figure 9.21 Photoluminescence of ceramic/  the PMMA-coated particles show a broad
polymer nanocomposites according to Vollath  emission with a maximum around 425 nm.

and Szabé [12]. For excitation, a He/Cd laser (b) Photoluminescence spectra of oxide/PMMA
with a wavelength of 325 nm was used. (a) The nanocomposites for different oxides. While the

photoluminescence spectra of pure alumina oxide is an insulator, this emission depends
nanoparticles and of AL,O3/PMMA composite  only on the PMMA /oxide combination and not
particles of equal size. Uncoated alumina on the type of oxide. However, luminescence

particles show no luminescence at all, whereas intensity depends heavily on the oxide core.

point attention should be turned towards the oxide/polymer interface. It may be
assumed that the polymer is bound chemically to the oxide surface (see Figure 9.23)
and it has been reported that PMMA, which directly touches the oxide surface, is
bound with an ester-like linkage [15,16] to the surface. This means that the CHj;
group adjacent to an oxygen ion is cut off (see insert in Figure 9.23) and conse-
quently the polymer at the surface becomes a modified PMMA (m-PMMA). Based
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Figure 9.22 Photoluminescence intensity of oxide/PMMA nanocomposites as a function of
absorbance at 325 nm, the excitation wavelength. Note the increase in photoluminescence
intensity with increasing absorbance at the excitation wavelength.

on these results, nanocomposite particles consisting of an oxide core bound to an m-
PMMA may be described as one huge molecule, R—(C=0)—O—(oxide particle).
The structural formula of methyl methacrylate (MMA) and a model of the connec-
tion of the polymer to the particle are shown in Figure 9.23, together with the
position where the CH; group is cut off.

COOCH, o

\

CH,—C(CH;) C—O

CH,—C(CH,) COOCH; o
X % \

CH,—C(CHy)
\

c—0

CH,—C(CH,) COOCH;,
X

Figure 9.23 Model of the attachment and
polymerization of MMA molecules at the
surface of oxide particles, according to Weng

et al. [15] and Meyer et al. [16]. The PMMA
molecules touching the oxide surface are bound
with an ester-like linkage to the surface; as
shown in the insert, the methyl group (CH3)

—C(CH,)

adjacent to an oxygen ion is cut off. An oxide
particle coated with PMMA may be described as
one huge molecule, R— (C=0)—O— (oxide
particle). The carbonyl groups (C=0) directly at
the surface are essential for luminescence
phenomena.
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The most important feature in Figure 9.23 is the carbonyl group located directly at
the surface of the nanoparticle. As with biacetyl, CH;—(C=0)—(C=0)—CHy3, this
carbonyl group is responsible for luminescence [17]. In the m-PMMA system, where
a carbonyl group is close to the ceramic surface, the same mechanism is in
operation, this having been proven by using the smallest molecule with a carboxylate
group binding similarly to the ceramic surface. Here, formic acid methylester
(FAME), H—(C=0)—0—CHj;, was selected for particle coating instead of MMA.
The FAME molecules bind, in a similar manner as m-PMMA, to the surface,
thus forming H—(C=0)—O— (oxide particle). As oxide particles coated with
poly(hydroxypropyl methacrylate) (PHPMA) show only very weak luminescence, the
particles were coated additionally with this compound. The difference from PMMA
occurs because, in the case of PHPMA, the OH™ group binds with greater
probability than the carbonyl group to the surface. The luminescence spectrum
of these particles with a zirconia core is shown in Figure 9.24 and is almost identical
to that found with m-PMMA-coated materials (see Figure 9.21a and b). This is
insofar remarkable, as aqueous solutions of FAME demonstrate luminescence with
a few isolated lines in the UV range. These findings also indicate that the carbonyl
group of these compounds, when bound to the particle surface, is responsible for the
emission spectrum.

This is an interesting proof that the luminescence of oxide/m-PMMA nano-
composites is a surface-related phenomenon, stemming from the carbonyl group
directly adjacent to the surface.

The influence of particle size on the emission spectra of ZrO,/m-PMMA nano-
composites is shown in Figure 9.25 and demonstrates clearly that the luminescence
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Figure 9.24 Luminescence of ZrO,/FAME luminescence phenomena are observed. Oxide
(H—(C=0)—0—CHj3)/PHPMA particles coated with PHPMA do not show
nanocomposites in comparison to those luminescence because the OH™ group binds to
without the FAME layer. As FAME molecules the surface with a greater probability than does
bind like PMMA to the surface forming the carbonyl group [12].

H— (C=0)—O— (oxide particle), identical
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Figure 9.25 Particle size dependency of indicate an increasing luminescence intensity
luminescence wavelength maximum and with decreasing particle size and a significant
intensity of ZrO,/PMMA nanocomposites with  blue shift with decreasing particle diameter.
different sizes of the oxide core. These data

intensity decreases with increasing particle size. Obviously, this is the reason why
such a phenomenon was never observed with conventional particles. In addition, a
remarkable blue shift is observed with decreasing particle diameter.
The following relationship fits the maximum of the luminescence intensities as it
is shown as a function of the inverse particle diameter in Figure 9.26:
b
I=1Iy+- (9.10)
d
where I is the intensity, I, and b are the fitting parameters, and d is the particle
diameter. Equation (9.10) states that the luminescence intensity is directly propor-
tional to the surface of the particles. Since for a given quantity of material, the
number of particles is proportional to d >, the surface of one particle is proportional
to d%; thus, the surface of a given quantity of particulate matter is proportional to d ™.
The direct proportionality between luminescence intensity and particle surface
offers additional proof of the idea that the ceramic/polymer interface is the source of
the luminescence. Figure 9.26a shows diminishing small luminescence intensities
for particle sizes larger than about 10 nm, while the data depicted in Figure 9.26b
show a significant blue shift with decreasing particle size. The wavelength of the
emission maximum as a function of the particle size follows the relationship:

%:%O-Huf or AG):W (9.11)

This blue shift is demonstrated graphically in Figure 9.26b, where the emission
wavelength is plotted versus the particle size raised to the power of 3. Equation (9.11)
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Figure 9.26 Dependency of luminescence the particles. (b) Wavelength maximum of
intensity and wavelength maximum of ZrO,/ ZrO,/PMMA nanocomposites as a function of
PMMA nanocomposites as a function of particle size. The mathematical description

particle size. To show the dependencies, these  underlying this graph A~ = A5 + bd" is
graphs are rectified. (a) Luminescence intensity fundamentally different from that for quantum
of ZrO,/PMMA nanocomposites as a function  confinement. In contrast to all other

of inverse particle size following Eq. (9.10). The mechanisms of blue shift, this shows a positive
proportionality with d " indicates a exponent of the particle size.

proportionality of the intensity to the surface of

describes a mechanism, expressed by a mathematical description, that is funda-
mentally different from the quantum confinement phenomena in semiconductor
quantum dots. All mechanisms of blue shift — except for this one — show, in contrast
to that observed with oxide/polymer nanocomposites, a negative exponent of the
particle size. The blue shift of the luminescence emission of oxide/m-PMMA
nanocomposites exhibits the positive exponent 3. A~ = A, + bd’

Similar to the blue shift with decreasing particle size, a reduction in the linewidth
at half-maximum intensity with decreasing particle size was observed [12,18].
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Comparable phenomena have been described for many other combinations of
oxides with polymers. Typical examples are the incorporation of oxide nanoparticles
in poly(p-phenylene vinylene (PPV) and poly(2-(6-cyano-6p3-methylheptyloxy)-1,4-
phenylene) [19].

9.5
Metallic and Semiconducting Nanoparticles Isolated and in Transparent Matrices

The free electrons in the incompletely filled conduction band of a metal move
collectively in discrete waves. The metal particle is embedded in a cloud of electrons
(see Figure 9.6). As with a quantized lattice, the vibrations are called phonons and the
quantized waves of the free electrons are plasmons. This cloud oscillates relative to
the lattice consisting of the positive charged atomic cores of the metal in different
quantized modes — the plasmons. At the metallic surfaces, light with frequencies
below the frequency of the surface plasmons is reflected. For most metals the
plasmon frequency is in the UV range and therefore these have a “metallic luster” in
the visible range. Very few metals (e.g., copper, gold, and a few alloys) have plasmon
frequencies in the visible range and this leads to their typical colors. Plasmon
frequencies in the IR region are observed in highly doped semiconductors.

In Figure 9.6 it was shown that an electron cloud surrounds metallic nano-
particles; this in turn significantly influences the optical properties of metallic
nanostructures, as these are controlled by the interaction of light with surface
plasmons. The electron cloud that surrounds the positively charged lattice of the
metal atom cores of a metallic nanoparticle oscillates relative to the positive charged
lattice of the atom cores of the metal in different quantized modes. Figure 9.27
shows this for a spherical particle and the simplest oscillation mode.

Clearly, these oscillation modes depend heavily on the shape of the particle and
therefore the optical properties depend strongly on the particle shape. The electron
cloud surrounding a metallic nanoparticle, together with the probability distribution
of the residence of the electron, can be demonstrated experimentally. Figure 9.28
displays an electron micrograph of a gold nanorods, taken with an electron energy

electron cloud metal ions

Figure 9.27 Oscillations of the cloud of free electrons surrounding a metallic nanoparticle. The
quantized oscillations of the electron cloud are termed “plasmons.”
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Figure 9.28 Longitudinal plasmons of a gold =~ communication). The plasmons are

rod visualized by EELS in an electron represented by the intensity of the electrons,
microscope [20] (Reproduced with permission  which lost 1eV of their energy, when passing
by B. Schaffer, TU Graz, private the electron cloud surrounding the nanorod.

loss spectroscopy (EELS) system (see also Chapter 12). Figure 9.28 displays the
intensity of the electrons, which lost 1 eV of their energy, when passing the electron
cloud surrounding the specimen. One realizes the intensity of the maxima of the
longitudinal plasmons (see also the previous Figure 9.27).

Usually, the oscillation frequency of the surface plasmons is in the visible region.
In the case of resonance with incoming photons, one observes strong surface
plasmon resonance absorption peaks; this is an entirely different mechanism of
absorption as compared to semiconducting particles, where quantum confinement
processes are predominant. The frequency of surface plasmon resonance absorp-
tion changes only slightly with particle size; therefore, the optical properties of
metallic nanoparticles are, within a relatively broad range of particle sizes, almost
uninfluenced by the particle size. The reason for the particle size independence is
the mean free path length of the free electrons in metals of approximately 50 nm,
which allows the electrons to travel undisturbed through a small nanoparticle.
Therefore, all interactions will be with the surface and scattering of light from the
bulk is negligible. In the case of resonance interaction, the electrical field of the light
moves the free electrons at the particle surface and causes oscillations with the
frequency of the light; this process is called surface plasmon resonance. However, by
adding shape anisotropy to the nanoparticle, such as the formation of ellipsoids or
rods, the optical properties are changed dramatically. Nanorods or ellipsoids exhibit
two different distinct plasmon resonances: (i) transverse oscillation of the electrons,
independent of the aspect ratio, leading to the same absorption band as found for
spherical nanoparticles, and (ii) longitudinal plasmon resonances at a longer
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Figure 9.29 Wavelength of the absorption least 20 nm, completely independent of the
maximum of surface plasmons of silver and particle diameter. (b) Position of the wavelength
gold spheroids with different sizes and axis of surface plasmons of spheroidal gold
ratios [21]. (a) Wavelength of the surface nanoparticles as a function of particle diameter
plasmons of spheroidal silver nanoparticles and axis ratio. Up to a particle diameter of
with different sizes and axis ratios. The around 40 nm, the transversal modes are
transversal modes are, up to a diameter of at independent of particle diameter.

wavelength, characteristic of the aspect ratio. Ellipsoid particles with an axis ratio
close to 1 lead to a broadening of the absorption band.

Figure 9.29a and b display the resonance wavelength for surface plasmons of gold
and silver spheroids with different axis ratios. It can be seen that the transversal
modes are almost independent of the particle size, whereas the longitudinal modes
depend on particle diameter and axis ratio. In Figure 9.29, spherical particles are
characterized with an axis ratio of 1. As mentioned above, for particles up to
dimensions of less than 50nm, the wavelength of the absorption maximum is
almost independent of the particle size.
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The data in Figure 9.29a and b indicate that anisotropy adds an additional
parameter to tune optical properties of metallic nanoparticles with respect to
application. Additionally, the electron cloud around metal nanoparticles is the origin
of strong electromagnetic fields, determined by the geometry of the nanoparticle,
and affects the local environment. This electrical field influences the adsorption of
other organic molecules and is itself altered by such adsorption processes. The
retroaction to the surface plasmon resonance frequency is caused by changing the
dielectric constant of the surrounding material locally, thus influencing the oscilla-
tion modes to a significant degree. As this phenomenon is used for the detection and
identification of other molecules, metallic nanoparticles — and especially highly
anisotropic nanoparticles — may be used as extremely sensitive sensors. In addition,
for dispersed metallic nanoparticles, entirely different absorption spectra as a
function of the surrounding medium may be expected.

The absorption spectra of gold nanoparticles and nanorods are shown in Fig-
ure 9.30, with near-identical spectra being obtained for spherical particles of 15 or
30nm diameter. In comparison, the absorption spectra of nanorods with aspect
ratios of 2.25 and 6 are entirely different [22]. The relatively broad longitudinal peaks
of the nanorods are caused by a broad distribution of aspect ratios. An electron
micrograph of nanorods with a mean aspect ratio of 6 is shown in Figure 9.31, where
the different lengths of the individual rods, resulting in a broad distribution of
aspect ratios, are clearly visible.

In the spectra shown in Figure 9.30, the absorption spectra of the nanorods clearly
show the well-separated absorption bands for the transversal resonances around

—— 15 nm spheres
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— nanorods aspect ratio 2.25
— nanorods aspect ratio 6.0
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Figure 9.30 Absorption spectra of spherical particle size for spherical particles and

and elongated gold nanoparticles. The nanorods. The maxima for the longitudinal
absorption maximum of the transversal modes modes show a strong dependency on the
around 520 nm is almost independent of aspect ratio [22, 23].
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Figure 9.31 Electron micrograph of a maximum caused by the distribution of
specimen consisting of gold nanorods with an  longitudinal surface plasmon modes [23].
aspect ratio of about 6. The broad distribution ~ (Reproduced with permission by the American
of aspect ratios leads to a broad absorption Chemical Society.)

520 nm, which is more or less identical with the absorption maximum for the
spherical particles, and the broad absorption band attributed to the longitudinal
plasmon resonances. Additionally, Figure 9.30 shows clearly that the relative
contribution of transversal oscillation modes decreases with increasing aspect ratio.

As mentioned above, the energy of the plasmon resonance depends heavily on the
surrounding medium and its composition, and, especially when producing colored
glasses and pigments, the composition of the matrix must be selected carefully. One
of the oldest applications of nanoparticles is their use as pigment in glass. The first
known application of these composites dates back to the Assyrians who, in
approximately 700 BC, documented the composition of a red glass with gold
nanoparticles as pigment. This was reinvented by Kunkel [24] during the seven-
teenth century in Leipzig. It was later found that, besides gold changing the color of
the glass to a characteristic red, the addition of silver leads to a yellow coloration.
During the nineteenth century, Faraday attributed this color to very finely divided
colloidal gold, the particle size of which was estimated by Szigmondi to be
approximately 50 nm, well within the recent notation of nanoparticles.

During its long history, the composition of this “gold ruby glass” has not changed
significantly to the present day. Currently, this colored glass is used not only for
decoration but, after grinding, also as a pigment. Glasses containing metallic or
semiconducting nanoparticles as colorants usually are composed of 50-60 wt%
Si0,, 10-20 wt% ZnO, and roughly the same amount of K,O0. Minor amounts of
K,0 may be replaced by Na,O, while some ZnO could be exchanged for CaO. In
order to improve the melting behavior, a few weight percent of B,0; are sometimes
added, while to adjust the index of refraction, PbO or Sb,0O3 may be added [25]. A
typical example of such a glass containing gold nanoparticles is shown in Figure 9.32.
The glass beaker is coated with a thin layer of a glass that contains gold nanoparticles
as pigment and into this layer of gold ruby glass an artist has engraved an image.
Even when this glass shows a deep red, a slight blue hue is both visible and
unavoidable.
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Figure 9.32 Beaker covered with gold ruby glass — a composite consisting of gold nanoparticles.
Note the faint blue hue in the color, which is typical of pigments based on gold nanoparticles.
(Photo: D. Vollath.)

The red color results from narrow band absorption in the range of 500-600 nm.
The slight blue hue, which is typical for this gold ruby glass, is caused by the
transmission window, which has its maximum around 450 nm, in the range of blue
light. The absorbance of gold as nanoparticles dispersed in a polymer is shown in
Figure 9.33, where the nanoparticles ranged in size from 5 to 15nm. Clearly, the
position — and also therefore the width — of the absorption peak depend heavily on
the particle shape and shape distribution. To some extent, this allows the blue hue to
be adjusted, such as by temperature treatment of the composite. However, as the
spectral absorption shows a maximum around 520 nm and not an absorption edge,
these glasses always have a more or less pronounced blue hue. This is avoidable by
the application of a material showing an absorption edge, as found typically in many
semiconducting nanoparticles. For comparison, the absorbance of ZnSe is plotted
additionally in Figure 9.33.

High-quality gold ruby glasses excel in a clear color that is obtained by narrow
particle size distribution, leading to near-ideal spherical particles. In glasses, the
particle size of the gold nanoparticles is stabilized by adding tin dioxide into the glass
matrix. As well as gold, nanoparticles of silver, copper, and platinum are often used
as colorants for glasses. The color can also be adjusted by replacing pure metal
particles with alloys of gold with other metals; the absorbance spectrum of a typical
example of a gold-silver alloy with a Au/Ag ratio of 1: 2 is shown in Figure 9.34, with
the position of the absorption maxima of pure silver and gold nanoparticles with
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Figure 9.33 Narrow band absorbance of gold nanoparticles in polymer [26] with sizes in the
range from 5 to 15 nm, in comparison to the edge-like absorbance of ZnSe nanoparticles [27].

equivalent size clearly indicated. A complete theoretical description of the color of
metal nanoparticles in glass has been provided by Quinten [29].

With respect to recent technological developments, nanoparticles made from
semiconducting compounds are attracting an increasing amount of attention.
Originally, nanoparticles made of solid solutions from the system CdSe-CdS-
ZnS-ZnSe dispersed in glass were used as pigments, but the equivalent compounds
of tellurium (either pure or as a solid solution) are also used. While nearly all colors,
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Figure 9.34 Absorbance of a gold-silver alloy  indicated. These data show the additional
with an Au/Ag ratio of 1:2 [28]. The positions of possibility of adjusting the position of the
the absorption maxima of pure silver and gold  absorption maximum, which is equivalent to
nanoparticles with equivalent size are also the color, by alloying.
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Figure 9.35 Absorption spectra of ZnSe/SiO,  absorption with decreasing concentration
nanocomposites with different ZnSe contents  indicates a decreasing particle size with
[27]. The absorption is reduced with decreasing decreasing concentration.

ZnSe content. The blue shift of the onset of

from deep red to orange and yellow, are obtained with these systems, more recently,
the luminescence properties of these materials have also attracted attention and
therefore these groups of semiconducting compounds move into the center of
interest.

Semiconducting nanoparticles in a transparent matrix are extremely interesting
with respect to their absorption and luminescence properties. In this context,
Figures 9.35 and 9.36 show the absorption and photoluminescence spectra of
ZnSe in SiO,. In Figure 9.35, the absorption spectra of ZnSe in silica glass are
shown for different concentrations, with the absorption seen to be reduced with
decreasing ZnSe content, as might be expected. There is also a blue shift of the onset
of the absorption with decreasing ZnSe content, reflecting a (readily understood)
decrease in the particle size.

The absorption and the emission spectra of a specimen with a ZnSe/SiO, ratio of
0.04 is shown in Figure 9.36, the interesting point here being that the absorption and
luminescence spectra are overlapping. Hence, the emission of one particle can
excite a further particle of the same type, which allows the transport of information
from one particle to the next one of the same kind.

Another interesting example of a quantum confinement system that is dispersible
in silica glass matrix and perfectly tunable by particle size is that of CdTe [30].
Interestingly, the optical properties of CdTe nanoparticles are essentially identical,
independently of whether they are dispersed in a liquid or a glass, thus proving that
the particles are embedded individually in the glass matrix. The absorption spectra
of particles with two different sizes, namely 3.4 and 6.2 nm, suspended in a liquid
and dispersed in glass are shown in Figure 9.37a. When comparing the two different
carriers the difference is not important (in the case of metallic particles, this
difference would be distinct, as the surface plasmons are influenced significantly
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Figure 9.36 Absorption and the emission one particle can excite a further particle of the
spectra for specimen with a ZnSe/SiO; ratio of  same type. (Note that the energy units of the
0.04 [27]. The absorption and luminescence abscissa are an inverse of the wavelength.).

spectra are overlapping; hence, the emission of

by the different constant of dielectricity of these two materials), but in terms of
absorbance the differences between the two particle sizes are clearly visible. As
expected, a reduction in grain size leads to a significant blue shift. The same blue
shift is visible in the emission lines, but there is no difference between the
emissions of particles suspended in a liquid or those dispersed in a glass. The
relatively narrow emission lines indicate a narrow particle size distribution.

Even when the behavior of semiconducting nanoparticles in pure silica glass is —
more or less — straightforward, the complexity increases dramatically in more
complex glasses, as the dopants and nanoparticles will interact with the glass
matrix. Thus, easily interpreted results cannot be expected. As an example,
the optical properties of nanoparticles in the system CdSe-CdTe dispersed in an
alkali-containing silica glass are shown [31]. The glass matrix was composed of
Si0,—Ca0-A,0 (A =alkali metal), and as an alkaline a mixture of equal amounts
of Na,0, K,0, and Li,O were used. Up to 1wt%, any composition of CdSe, Te;_,
dissolves in the selected melted glass, without causing it to crystallize. During
cooling, CdSe,Te;_, precipitates in uniform distribution as a nanoparticle. In order
to understand the behavior of these materials, it is necessary to examine the phase
diagram of the CdSe-CdTe quasibinary system (see Figure 9.38), where two phases
may be observed: (i) on the selenium-rich side the particles crystallize in the
wurtzite; while (ii) on the tellurium side they crystallize in the sphalerite structure.
However, it must be pointed out that this phase diagram is valid for materials of
conventional grain size and that, due to the large surface of the nanoparticles, the
phase diagram may be significantly different for nanoparticulate systems. Bodnar
et al. [31] assumed that the two-phase region, which is quite narrow for bulk
materials, broadens significantly with decreasing particle size; this suggestion may
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Figure 9.37 Absorption and emission spectra  sizes is clearly visible. Again, reducing the grain
of CdTe quantum dots suspended in silica glass size leads to a blue shift. (b) Emission spectra
or in a liquid, according to Li and Murase [30].  of CdTe quantum dots embedded individually in
The particles are dispersed individually in the silica glass or suspended in a liquid. The two

glass matrix or the liquid. (a) Absorbance of dispersing media do not influence the emission
CdTe nanoparticles of two different sizes, 3.4 behavior. Due to a relatively narrow particle size
and 6.2 nm. The different media used to distribution, the emission spectra of the two
suspend the particles are unimportant; sizes (3.4 and 6.4 nm) are well separated.

however, the difference between the two particle

be explained by the difference in lattice and surface energy between the sphalerite
and wurtzite phases.

The absorbance of a series of solid solutions in the system CdSe—CdTe dispersed
in silicate glass is shown in Figure 9.39a, where the concentration of nanoparticles in
the glass was 0.75wt%. Although Figure 9.39a shows clearly the red shift with
increasing tellurium content in the nanoparticles, this process is not straightfor-
ward. Pure CdTe shows a maximum of absorption at about 570nm, but this
maximum does not appear with the particle composition CdSe,Teqs, even
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Figure 9.38 Phase diagram of the quasibinary  grain size, and is not necessarily valid for
system CdTe—CdSe [32]. As the two substances nanoparticulate materials. Owing to the
crystallize as different structures, there exists a  difference in lattice and surface energy between
miscibility gap. It is important to note that this  the sphalerite and wurtzite phase, a broadening
phase diagram is for materials of a conventional of the two-phase region may be assumed [31].

when the composition is clearly in the sphalerite, one-phase field. CdSe does not
show such a maximum of the absorption and therefore it is not surprising that
neither in the wurtzite one-phase field, nor in the wurtzite two-phase field, is this
maximum observed.

In the two-phase area, at a Se/Te ratio of about 1, a minimum of the absorption is
observed. As in the two-phase field, the same concentration is distributed into two
different species of particles; one may assume the presence of extremely small
particles in this field.

Furthermore, the spectra in Figure 9.39b show that the absorption decreases at
higher concentrations. The relative amounts of the constituents of the nanomaterial
used for Figure 9.39b were directed to be CdSe ,Teq g and therefore lay clearly in the
sphalerite one-phase field. It is of interest to note that the same maximum close to
570nm is observed only at the lowest concentration; consequently, only at low
concentrations of CdSe ,Tey g nanoparticles will the absorption spectrum be similar
to that of CdTe nanoparticles. In contrast, for other CdSe,Te; , solid solutions, this
maximum is missing, independently of a concentration above 0.5 wt%. It is most
likely that, only under these conditions, CdSeq,Tesg and CdTe nanoparticles are
similar in structure.

When considering photoluminescence in glass, great care must be taken when
associating a mechanism, as luminescence is not necessarily connected to nano-
particles and to quantum confinement. In this respect, a very instructive example for
the possibility of such an erroneous attribution is provided in Figure 9.40.

Here, the experiments were performed on thin silica glass films doped with
1 mol% silver, prepared by sol-gel dipping of substrates, the sheets being either
of pure silica glass or a soda-lime glass. After depositing, the films were dried and
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Figure 9.39 Absorption spectra of
nanoparticles embedded in an SiO,—CaO-A,0
(A= alkali metal) glass matrix, consisting of
solid solutions of CdTe and CdSe as a function
of composition and concentration [31]. (a)
Absorbance of 0.75 wt% nanoparticles of a
series of solid solutions in the system CdSe—
CdTe dispersed in silicate glass. Note the clear
red shift with increasing tellurium content in the

nanoparticles. Pure CdTe shows a maximum of
the absorption around 570 nm, which is not
evident in particles of any other composition.
(b) Influence of concentration of CdSeq ,Teg s
nanoparticles on optical absorbance. These
particles are clearly in the one-phase field with a
sphalerite structure. At the lowest concentration
of 0.5 wt%, the same maximum close to 570 nm
as observed with pure CdTe is visible.

then annealed at different temperatures. While the silver-doped coatings deposited
on silica substrates did not exhibit any luminescence, the coatings on soda-lime
substrates excelled with intense emission in the UV, with a maximum at 320 nm. Up
to 648 K, the intensity increased with annealing temperature, but at higher anneal-
ing temperatures, the photoluminescence intensity decreased (see Figure 9.40).
This emission is well known and ascribed to the presence of Ag* ions in the glass
matrix, and not to the precipitation of silver nanoparticles. The difference between
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Figure 9.40 Photoluminescence spectra of silver-doped silica films on soda lime glass substrate
as a function of annealing temperature according to Garcia et al. [33].

the two substrates is explained by the diffusion of silver into the soda-lime glass
substrate, this process being based on an exchange between Ag* ions in the coating
and Na* ions of the substrate. In the coatings on silica carriers, silver is always
present as Ag’ (metallic silver); annealing of the specimen with soda-lime glass
substrates above 523 K leads to a reduction of the Ag* ions by the precipitation of
silver nanoparticles, which show no photoluminescence.

9.6
Special Luminescent Nanocomposites

Various specialized applications exist where the use of semiconducting quantum
dots based on, for example, cadmium, selenium, or tellurium, is not desirable due to
potential problems of toxicity and carcinogenicity. Furthermore, most luminescent
compounds made from these elements have only a limited stability against oxidation
and hydrolysis. On occasion, such problems make the handling — and therefore also
the application — of these materials extremely difficult and this has led to a search for
luminescent oxide nanoparticles comprised of nontoxic constituents that are stable
in water.

One possible way in which these problems might be overcome would be to dope
the oxide nanoparticles with small amounts of rare earth ions. Figure 9.41 displays
two examples of nanocrystalline zirconia doped with dysprosium and europium.
Doping of oxides with small amounts of rear earth elements gives a broad range of
possible luminescent particles. The main advantage of this approach may be seen in
the high stability of these particles. Additionally, using zirconia as basic material
keeps the prices in reasonable ranges.

A completely new approach [12,18] of overcoming the above-described problems
is to use insulating oxide nanoparticles coated with a polymer. Although the
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Figure 9.41 Luminescence spectra of rear earth doped zirconia. Doping was made with
dysprosium [34] or europium [35]. One realized the broad range of possibilities to alter the
emission spectrum.

lumophores produced are highly stable and made from nontoxic constituents,
because their luminescence originates in the oxide/polymer interface the variability
of emission colors is limited. Therefore, an additional design of luminescent
nanocomposites consisting of a ceramic core, a layer of an organic lumophore,
and a polymer coating at the outside was developed. The design of these composites
is shown schematically in Figure 9.42.

Fluorescence molecules

Oxide core

Polymer-protective layer

Figure 9.42 Luminescent nanocomposites, properties (besides luminescence) to the
consisting of a ceramic core, a lumophore layer, particle. The polymer coating at the outer
and a polymer coating at the outside [12,18]. surface is selected according to demands, and

The ceramic core may be selected accordingto  based on interaction with the outside world.
the desired properties, to add physical
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This concept makes use of the vast amount of organic lumophore molecules
available. The ceramic core is selected according to the properties demanded and, as
shown later, it may even be used to add an additional physical property besides
luminescence to the particle. The polymer coating at the outer surface is selected
according to the demands with respect to the surroundings during application. In
general, PMMA is used for coating, but in order to obtain a highly hydrophobic layer
fluorinated aliphatic compounds are used, while for hydrophilic layers PHPMA is
selected. The best results are obtained using a monolayer of lumophores; moreover,
to minimize parasitic absorption in the coating the outer polymer layer is made as
thin as possible, usually less than 1nm.

A typical spectrum of such a composite is shown in Figure 9.43a. For these
particles, iron oxide was used as the ceramic core, PMMA as the outer coating, and
pyrene was applied as the lumophore. The emission spectrum of pure solid pyrene
is also plotted in Figure 9.43a. Clearly, the spectrum of the nanocomposite is quite
similar to that of the pure lumophore, with just a slight blue shift of about 15 nm;
more prominently, the spectrum of the composite has lost the fine structure
characteristic of pyrene. In contrast to pyrene, the situation with composites
containing anthracene as lumophore is more complicated. Figure 9.43b shows
the spectra of pure anthracene and a composite using hafnia as ceramic core. As
shown in Figure 9.43D, anthracene shows a more structured spectrum as compared
to pyrene. Each of the maxima in the spectrum can be associated with a vibration
mode. On comparison, the spectra of pure anthracene and the anthracene/hafnia
composite are essentially identical, except for the strongest line of the composite
(positioned between vibration modes 5 and 6), which does not appear in the pure
anthracene spectrum.

As described for the luminescent oxide/PMMA nanocomposites, there is a strong
interaction between the oxide core and the lumophore coating. The influence of the
ceramic core (which is selected according to its interaction with the exciting UV
radiation) on the luminescence intensity of different oxide/pyrene/PMMA nano-
composite powders is shown in Figure 9.44. Absorption in the range of the 325-nm
radiation used for excitation is increased (see Figure 9.44), from silica (SiO,) over
alumina (Al,05) and zirconia (ZrO,) to hafnia (HfO,), with the highest absorption.
In all of these examples, the particle size and coverage of the surface of the oxide
kernels with lumophore were kept constant.

The data in Figure 9.45 display maximum photoluminescence intensity for the
different ceramic cores in Figure 9.44 versus absorbance at the excitation wave-
length of 325nm. As shown in Figure 9.22, for the PMMA/ceramic composites
there is a strong correlation between luminescence intensity and UV absorption in
the ceramic core. The intensities of the pyrene luminescence as a function of the
ceramic core (which are visible in Figures 9.44 and 9.45) reflect the interaction of the
lumophore and the core. This suggests a mechanism of excitation of the lumophore
where the photon is absorbed in the ceramic core, after which the excitation is
transferred to the lumophore.

The combination of inorganic nanoparticles with organic lumophores may be
exploited for further modifications of the emission spectrum.
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Figure 9.43 Photoluminescence spectra of loss of the fine structure characteristic of the
nanocomposite powders according to Figure pyrene spectrum. (b) Luminescence spectra of
9.42[12,18]. (a) Photoluminescence spectra of  pure anthracene and the composite HfO,/
pure pyrene and a composite consisting of anthracene/PMMA. Each of the maxima in the

Fe,O3/pyrene/PMMA. When comparing the spectrum can be associated with a vibration
two spectra there is a slight blue shift of about ~ mode. The main difference between these two
15 nm of the emission spectrum of the spectra is the strongest line of the composite,
nanocomposite in comparison to the pure positioned between vibration modes 5 and 6,
lumophore. However, more prominent is the that is not found in pure anthracene.

Excited lumophore molecules often form dipoles that interact, provided that the
distance between the molecules is sufficiently small. As a distance of 10-15 nm is
assumed as the maximum distance for interaction, it is possible in organic
lumophores to distinguish between the spectra of the molecule and of the excimer.
An excimer is a dimer that is formed when such an excited molecule comes into
close contact to a second lumophore molecule. In this case, an intermediary excimer
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Figure 9.44 Influence of the ceramic coreon  of the ceramic core on luminescence intensity is
luminescence intensity of different oxide/ striking. In all examples, particle size and
pyrene/PMMA nanocomposite powders, coverage of the surface of the oxide kernels with
according to Figure 9.42. The strong influence  pyrene were held constant.

is formed by dipole—dipole interaction; the process is shown schematically, and
greatly simplified, in Figure 9.46.

Coupling of two dipoles to form a dimer changes the energy levels; this depends
on the new intermediate configuration. In extreme cases, the dipoles may be
arranged either in parallel or as chain, when the energy level depends on the
orientation of the two dipoles. As a general rule, it can be said that the configurations
leading to higher energy levels are quite improbable. Additionally, some of the
emission transfers are forbidden by quantum selection rules. Most probable are
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Figure 9.45 Maximum photoluminescence absorption of the excitation line suggests a
intensity for different ceramic cores (as shown  mechanism of excitation where the photons are
in Figure 9.44) versus absorption at the absorbed in the ceramic core; the excitation is

excitation wavelength of 325 nm. The increase later transferred to the lumophore.
in photoluminescence intensity with increasing
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Figure 9.46 Excited organic lumophores, improbable. Additionally, some emission
especially in solution, may form intermediary transitions are forbidden by quantum selection
excimers by dipole—dipole interaction, when rules. Most probable are oblique
they come close together. This changes the configurations, where a change in energy
energy levels, depending on their configuration. depends on the angle between the two dipoles.
The energy levels in turn depend on the As many angles are allowed, the dimer
orientation of the two dipoles. Configurations ~ spectrum is, in most cases, quite broad and not

leading to higher energy levels are quite structured.

oblique configurations. In this case, the change in energy depends on the angle
between the two dipoles. As many angles are allowed, the spectrum of such a dimer
is quite broad and, in most cases, not structured. The pyrene spectrum shown in
Figure 9.43a is that of the excimer. As the formation of excimers depends on the
distance between the molecules, the emission spectrum of a lumophore in a
solution with low concentration is the spectrum of the molecule; with increasing
concentration, the probability of excimer formation increases, leading at high
concentrations, to the pure excimer spectrum.

In a nanocomposite according to Figure 9.42, the lumophore molecules are held
tightly together and therefore it is not surprising to see the excimer spectrum shown
in Figure 9.43. Unfortunately, things are not that simple, as Figure 9.47 shows the
spectra of a composite consisting of an alumina core (around 5 nm diameter) coated
with pyrene and PMMA. One of these spectra, measured with powder, is the excimer
spectrum, while the other spectrum, measured in a suspension of low particle
concentration in methanol, shows the molecule spectrum. Clearly, lumophore
molecules located on one ceramic core are not interacting. Similar phenomena
are found in nanocomposites with incompletely covered ceramic cores.

Liu et al. [36] report on the combination of CdSe(ZnS) nanoparticles with an
organic lumophore, the idea being to combine an organic lumophore capable of
absorbing some of the photons emitted by the inorganic nanoparticles. The
emission of the organic lumophore modifies the total emission spectrum to
more closely resemble a highly efficient materials combination that emits white
light. For this application, a triplet Ir(III) complex [bis(4-trifluoro-methyl)-2-phenyl-
benzothiazolatoacetylacetonate-Ir(IIT)] was selected as lumophore. The emission
spectrum of the CdSe(ZnS) nanoparticles, together with the absorption spectrum of
the organic Ir(III) complex, are shown in Figure 9.48. The emission spectrum of the
complex depicted in Figure 9.49 clearly shows the emission peak of the inorganic
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Figure 9.47 Comparison of the suspension with a low particle concentration,
photoluminescence spectra of an Al,O;/ the distance between particles is large and
pyrene/PMMA nanocomposite as a powder and therefore the probability for interaction is small.
suspended in methanol. For the powder, the In such a diluted suspension, the molecule

particles are close together, and therefore the  spectrum is emitted.
excimer spectrum is emitted. In the methanol

nanoparticles and, in addition, a broad shoulder on the side of the longer wavelength
that is clearly associated with the emission of the Ir(III) complex. Additionally, it
must be pointed out that the intensity of that part of the emission spectrum
attributed to the Ir(III) complex has a higher intensity in combination to the
nanoparticles as compared to the pure material. The CdSe(ZnS) particles with
sizes around 1nm, as used in this study, were covering gold nanoparticles of 5 nm

— Ir-complex absorbance
CdSe(ZnS) photoluminescence

absorbance [a.u.]
photoluminescence intensity [a.u.]

a0 s 600
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Figure 9.48 Absorbance of the Ir(lll) complex  nanoparticles is close to the maximal

(as described in the text) and absorption of the Ir(l1l) complex. Therefore, the
photoluminescence spectrum of CdSe(ZnS) emission of CdSe(ZnS) nanoparticles excite the
nanoparticles. The emission maximum of the  Ir(Ill) complex in a nanocomposite [36].
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Figure 9.49 Photoluminescence of the pure increase in photoluminescence intensity by
Ir(111) complex and a nanocomposite with a energy transfer from the nanoparticles to the

ratio of 1:3 of the Ir(l1l) complex to the CdSe  organic lumophore [36].
(ZnS) nanoparticles. Note the significant

diameter and these agglomerates were embedded in the organic lumophore matrix.
The light emission of Au—CdSe(ZnS) was slightly blue-shifted as compared to pure
CdSe(ZnS) nanoparticles. Additionally, the photoluminescence intensity of the gold-
containing agglomerates exceeded that of the CdSe(ZnS) nanoparticles. However,
even when the increased emission intensity is of major technological importance, in
this context only the modified emission spectrum is essential. Again, this is an
example where the higher absorbance of nanoparticles is used to increase the
efficiency of a nanoparticle/lumophore composite. This was different from the
examples based on the particle design according to Figure 9.42 in the case described
above, when energy was transferred by the emission and absorption of photons. The
authors also showed that the described composite might be used for electro-
luminescent devices.

9.7
Electroluminescence

From an economics viewpoint, electroluminescence applications have an extremely
high potential for technical applications among consumer products. In electro-
luminescent devices, light emission is stimulated by electric fields instead of energy-
rich photons; the basic concept of electroluminescence is illustrated schematically in
Figure 9.50.

The electrical stimulation may be provided either by the electrical field or by the
injection of charge carriers; the latter process is, nowadays, deemed to have
significantly better chances for broad industrial applications.

The main advantage of devices based on electroluminescent materials lies in the
fact that, in contrast to liquid crystal devices (LCDs), an external light source is no
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Figure 9.50 Basic principle of electroluminescence. Electrical energy is transformed into light; in
an electroluminescence device, this is caused by the excitation of nanoparticles with electrical
energy.

longer necessary. Today, most electroluminescent devices function with organic
materials; these compounds are used as the starting materials for organic light-
emitting diodess (OLEDs). Nowadays, the three basic colors of red, magenta, and
yellow each age with a different time constant, and therefore a discoloration of the
displayed image could be observed well before the end of the device’s lifetime. These
problems have forced research teams to seek alternatives based on inorganic
materials. However, as in most cases electroluminescent nanoparticles are
embedded in organic matrices, this situation is — until now — not significantly
improved. Primarily, nanoparticles made from semiconducting materials or doped
insulating particles are applied as luminescent materials.

The general design of an electroluminescence device is shown in Figure 9.51.
Here, the carrier glass plate is coated with indium tin oxide (ITO), an electric
conductive transparent oxide. ITO has the additional advantage of injecting posi-
tively charged holes as it has a high work function for electrons, the energy necessary
to emit electrons. (The work function is the minimum energy necessary to remove
an electron from a solid. In most cases, the work function is about a half of the
ionization energy of an isolated atom of the metal. In a first approximation, the work
function is equal to the Fermi energy.) The next layer carries the nanoparticles. A
layer of sputtered aluminum (a material with a very low work function for injecting
electrons into the system) is then applied as the counter-electrode.

VﬂC

Al counter-electrode layer containing
nanoparticles

Figure 9.51 Set-up of an electroluminescence device. This normally consists of a glass carrier
plate coated with an optically transparent electric conductor (ITO). The next layer contains the
electroluminescent particles, which is coated with an aluminum counter-electrode.
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Figure 9.52 Charge transfer and excitation in the case of electroluminescence. The anode emits
holes and the cathode electrons into the bands of the luminescent material. Light is emitted as
result of the electron—hole recombination.

The process of electroluminescence is shown in greater detail in Figure 9.52.
When this device is connected to a direct electric current source, the cathode
(aluminum) emits electrons (¢”), which jump from the conduction band of the
metal into the lowest unoccupied band of the luminescence material. The anode
(ITO) releases holes h™; in reality, an electron jumps from the highest occupied band
of the luminescence material into the conduction band of the anode, releasing a
positively charged hole, in the luminescence layer. The energy necessary for this
process is U, at the side of the cathode and Uj, at the side of the anode. The anode
material must be selected in such a way that the energy to emit electrons — the work
function — is significantly larger than that of the cathode material. Radiative
recombination of the hole in the highest occupied band of the electroluminescent
material and the electron in the conduction band leads to the emission of light. In
the simplest case, the wavelength of the emitted light A can be calculated using the
energy of the band gap Ej:

_ch

*=F

g
where cis the velocity of light and h is Planck’s constant. In order to emit light, one of
the electrodes must be made from transparent or translucent material, usually ITO.
Doping the luminescence material may modify the process described above, without
changing the basic principles. Although the basic concept (as shown in Figure 9.52
and explained above) clearly utilizes a direct current (DC) system, experimental
experience has shown that the application of an alternating current (AC) source
increases the efficiency of the system.

In many cases, an additional organic layer (known as the charge carrier emitter
layer) is applied between the nanoparticles and the counter-electrode. This is
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necessary if the active layer system is to be repeated a few times to increase the
efficiency of the system. Based on this concept, such electroluminescence systems
with semiconducting nanoparticles have several important advantages, the most
important of which are:

® The emission wavelength of these quantum dots can be adjusted by the particle
size.

® As aresult, the emission color can be tuned according to the application, without
changing the process chemistry and technology.

® Various intermediate polymer layers may be applied to optimize charge carrier
transport.

® The polymer itself may be luminescent, thus improving the yield of light.

® Finally, an unmatched quantum efficiency of such inorganic/organic layered
systems may be expected. Certainly, one of the crucial problems of organic
electricity-conducting compounds (i.e., the high sensitivity against oxidation) is
reintroduced and this may limit the lifetime of these devices.

Pioneering studies on such double-layer systems were conducted by Colvin et al.
[37], who applied CdSe semiconducting quantum dots and a poly(p-phenylene
vinylene) (PPV) layer, which showed luminescence and electric conductivity
together. A typical example of a system using CdSe nanoparticles and a PPV layer
was reported by Gao et al. [38]. The electroluminescence spectra of a CdSe/PPV
multilayer system, consisting of 20 double layers, taken at different voltages, is
shown in Figure 9.53. Here, a broad emission spectrum starting at 500nm and
reaching beyond 800 nm into the near-IR region, is achieved. In addition, it is
obvious that the emitted intensity increases with the increasing voltage applied to
the system. The intensity of the emission maximum at 657 nm as a function of the
applied voltage is shown in Figure 9.54, where the need for a minimum voltage on
the order of 3.5V to obtain a first emission is clearly recognized.
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Figure 9.53 Electroluminescence spectra of a CdSe/PPV multilayer system, consisting of 20
double layers, for different voltages. The emitted intensity increases with increasing voltage; the
spectral distribution, however, remains unchanged [38].
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Figure 9.54 Electroluminescence intensity at the maximum of a CdSe/PPV multilayer system,
consisting of 20 double layers, as a function of the applied voltage. A threshold voltage in the
range of 3.5V is clearly visible [38].

Perhaps of most interest here is the near-perfect linear proportionality of the emitted
intensity and the current density, indicating relatively small parasitic losses (see
Figure 9.55). A detailed summary of the electric properties of an electrolumines-
cence cell may be found in the report of Nelson and Fothergill [39].

Changing from nanoparticles to nanorods may lead to further improvements in
optical luminescence and electroluminescence properties; this has been demon-
strated for ZnS by Manzoor et al. [40].

The spectral intensity distribution of ZnS nanorods in comparison to ZnS
nanoparticles synthesized by an equivalent process is illustrated in Figure 9.56.
Transmission electron microscopy studies revealed a mean diameter of 4 nm for the
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Figure 9.55 Electroluminescence intensity at the maximum of a CdSe/PPV multilayer system,
consisting of 20 double layers, plotted versus current density. The experimental values show only
small deviations from a strictly linear relationship [38].
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Figure 9.56 Comparison of the significantly higher intensity obtained with
photoluminescence intensity of ZnS nanorods  nanorods. The wavelength shift of the

and nanoparticles. Both types of material were  maximum is caused by different sizes of
doped with copper and aluminum. Note the particles and rods [40].

nanoparticles, and a length of 400 nm and diameter of approximately 35 nm for the
rods. The nanorods were grown by aging in aqueous suspension by agglomeration
of more or less spherical particles; this indicated that, under these conditions, the
rods were the thermodynamically more stable shapes. In addition, in order to obtain
a broad emission band, the particles and rods were doped with 0.13% Cu™ and 0.1%
APP*. As zinc is Zn*" in the lattice, the doping created positively charged holes and
additional electrons in the energy bands. Sulfur vacancies, predominantly at the
surface, were also the reason for the side bands extending the spectral range of the
emitted light to a shorter wavelength. Owing to the smaller surface/volume ratio of
the rods, such emission is less important for the larger nanorods. In total, the
luminescence intensity of doped ZnS nanorods is significantly larger than that of
the equivalent nanoparticles. In addition, the emission related to sulfur vacancies,
the red shift observed in the transition from nanoparticle to rod, caused by the larger
size, was remarkable, and a near-identical behavior was found in the spectra of
electroluminescence (see also Figure 9.57). When comparing the photo- and
electroluminescence spectra, an interesting red shift in the case of electrolumi-
nescence was also visible.

The difference between ZnS nanoparticles and nanorods is similarly striking
when luminescence intensity is plotted against voltage, the graph showing clearly
that the advantage for the rods occurs at higher excitation voltages. At lower voltages,
the particles emit a higher intensity as compared to the rods.

The dependency of the emitted intensity of the applied voltage, as depicted in
Figures 9.54 and 9.58, is important for technical applications in displays, as it allows
the control of display brightness (besides by digital pulses) by analog modulation of
each pixel to present pictures and other information.
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Figure 9.57 Electroluminescence spectra of nanorods. The shift of the maximum is caused

doped ZnS nanorods and nanoparticles. Both by different sizes of particles and rods.

types of material were doped with copperand ~ Compared to photoluminescence, the emission
aluminum. As shown in Figure 9.56, a maximum of the rods shows a 5-nm red shift
significantly higher intensity is obtained with [40].

In the future, electroluminescence devices may gain enormous importance in
computer display screens and television sets, as well as for other types of display. The
crucial new point is that electroluminescent nanoparticles can be dispersed in
liquids, which allows the structures to be printed. Clearly, there is no difference
between printing on a rigid substrate such as glass or on a flexible substrate, perhaps
a foil made from polymers. However, as ITO is quite brittle, a more elastic
electrically conductive layer will be necessary. A solution of this problem may be
found in applying carbon nanotube/polymer composites (see Section 10.4).
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Figure 9.58 Electroluminescence intensity of doped ZnS nanorods and nanoparticles. Note that
the improved performance of the rods starts at about 30V [40].
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9.8
Photochromic and Electrochromic Materials

9.8.1
General Considerations

Photochromic materials change color reversibly as a function of light intensity. In the
dark, they are usually white or colorless, whereas in sunlight or UV radiation they
change color. In most cases, the intensity of coloration is a function of the light
intensity and, after removal of the light source, the material loses its coloration.

Electrochromic materials change color when connected to a source of electricity; to
change color, in most cases, only small electrical charges are needed.

Both photochromic and electrochromic materials, may have some economic
potential for applications. However, from a technical viewpoint they suffer from
one crucial problem, namely that when they do change color the new color is
distinct. Yet, in many large-volume technical applications a change from white (or
colorless) to gray or even black would be adequate, and even preferred. A typical
example of such an application would be that of sun-protecting windows, which are
already on the market.

A second problem is the time constant of the color change. Ideally, the consumer
requires an immediate reaction to a change of external conditions, whether to
sunshine intensity for photochromic windows or simply to change illumination
levels in rooms by the use of electrochromic materials. Both types of material also
have great potential to save energy as they can regulate not only illumination levels,
but also glare and heat gain or loss. Windows with incorporated photochromic or
electrochromic coated glasses save energy by keeping the heat out as they gradually
darken when the sun rises. However, in the morning and evening, the windows
should remain transparent while the sun is low in the sky. Hence, buildings fitted
with these windows use less energy for air conditioning, and consequently save
money and reduce air pollution associated with energy consumption. Further
applications include large-scale electrochromic display panels, and front/rear win-
dows and mirrors for cars and trucks, although the latter applications require the
material to respond rapidly to changing conditions. An additional problem is that,
for broader applications in electronic display systems, materials (or combinations of
materials) that produce red and yellow colors are, at present, unavailable.

9.8.2
Photochromic Materials

The best-known photochromic materials are WO3;, MoO;, and Nb,Os. WO3 and
Nb,Os change from white to blue, whereas MoO3 changes from white to green. An
explanation for the described phenomena is found in the ability of these oxides to
change stoichiometry. Considering the examples of WO3; and MoOj, it is known that
in the colorless, bleached state, the metal ions are in the valency states 6" and 47,
while in the colored state ions of valency 5* are present. (Strictly speaking,
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photochromic and electrochromic devices always use these oxides in the hypostoi-
chiometric state; therefore, the exact formula is MeO;_,. As the deviation from ideal
stoichiometry is small, for reasons of brevity, in the following text, generally the
shorter version MeOs is used.) The photochromic or electrochromic behavior
performance of these oxides is related to electron/hole pairs intimately connected
to deviations from the perfect stoichiometry. When these oxides are excited,
positively charged holes h* and free electrons are formed. The holes react with
adsorbed water to produce protons:

H,0 +2h" = 2H" + 0 (9.12a)
By reaction of these protons with the oxide:
MeO; + xHT + xe~ = H, Me$T, MeS 05 (9.12b)

the material changes color to blue or green, while the oxygen radicals either occupy
vacant sites inside the sample or escape from the particle. An immediate
recombination of the charge carriers, h™ + ¢~ = heat, reduces the performance
of the material. The reaction described above always require exchange with the
surrounding atmosphere and, therefore, the performance is difficult to control.
When considering the rate-controlling steps, it can be assumed that the reaction
according to Eq. (9.12a) occurs at the surface, whereas diffusion processes control
the step according to Eq. (9.12b). The effects observed with protons are also obtained
with alkaline metal doping. For alkaline metal-doped materials, Eq. (9.12b) becomes:

MeO; + xAt + xe~ = A, MeSt, Melt O; (9.13)

where A" is a monovalent ion (in most cases an alkaline metal). Again, the number
of free electrons that can react with the metal Me is most important for the efficiency
of the system.

A typical example of the absorption spectra of MoOs nanoparticles indicating
photochromic behavior is shown in Figure 9.59. This illustrates the absorption of
MoO; in the bleached state (0 s illumination time) and after two different times, 360
and 2160, of illumination with a pulsed laser emitting 72 mW per pulse at 308 nm.
Although it is clear that the intensity of coloration increases with time, the most
interesting point is the comparison of the time-dependent coloration of nano-
particulate and coarse-grained MoO; at a wavelength of 750nm, as shown in
Figure 9.60. Here, the advantage of applying nanoparticles instead of coarse-grained
material is clearly visible. This is because the reaction mechanisms indicated in Egs.
(9.12a) and (9.12b) require the transport of ions through the particle and, as the
diffusion time is indirectly proportional to the square of the particle size (see
Chapter 2), this acceleration is to be expected.

Although a decrease in particle size by a factor of only 10 should increase the rate
of coloration by a factor of 100, this is not the case as, experimentally; an increase in
the coloration rate only by a factor of 13 was verified. Clearly, diffusion is no longer
the rate-controlling step; rather, the rate-controlling process is more likely the
surface reaction according to Eq. (9.12a).
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Figure 9.59 Absorption spectra of photochromic MoOs; the parameter is the illumination time
with a 308-nm pulsed laser. At 0s, the material is in the bleached state, but at 2160s the coloration
has reached saturation level [41].

9.8.3
Electrochromic Materials

A series of studies has reported the electrochromic properties of many materials
such as MoQOs, WO3, V,05, Nb,Os, and TiO,. The most efficient electrochromic
properties of these materials are related to doping with small ions such as Li*, HY,
or P°>" in their structures, and further interesting improvements are obtained with
additions of silver. The general design of an electrochromic device is shown in
Figure 9.61. This system consists of two transparent carrier plates each with one
conductive surface. Between these two plates there is a layer of the electrochromic
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Figure 9.60 Increase of absorption of MoOj3 during illumination with a 308-nm pulsed laser at a
wavelength of 750 nm. Note the significantly faster reaction of the nanoparticles as compared to
conventional coarse-grained material [41].
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proton, MeO3 may be WO; or MoOs; however,

material and an additional electrolyte layer containing monovalent ions. The
electrolyte layer may, for example, consist of propylene carbonate containing a
few tenths of a mol% of LiClO, as electrolyte. In order to switch the system into the
colored state, a voltage is applied across the system to move the monovalent ions into
the electrochromic layer. In the case of WOs3, the alkaline ions A™ intercalate in the
lattice to form A,Me$*, Me3*O; and the systems become colored. Changing the
direction of the electrical current moves the alkaline ions back into the electrolyte
layer and the system bleaches.

The transmittance of an electrochromic cell according to Figure 9.61 is shown in
Figure 9.62. The transmittance spectrum is structured such that the difference
between the colored and bleached states increases with increasing wavelength.
Therefore, in the colored state, the device is blue.

It is important to compare these curves with those obtained from the same cell,
but with lithium-doped WO;. Interestingly, doping with lithium ions does not lead
to significant coloration of the cell in the bleached state. Transmittance in the
bleached state is similar to that of pure WO3; however, the coloration in the colored
state is much more pronounced.

In addition to maximizing the difference in transmittance between the bleached
and colored states, the time necessary to change color is an essential parameter
when evaluating the quality and applicability of electrochromic devices. This goal is
reached by specially targeted doping. In an interesting report, Avellaneda et al. [43]
demonstrated the effect of P> additions to WO5 on the speed of the response when
the voltage of the electrochromic cell is changed. Figure 9.63 shows the response
measured at a wavelength of 633 nm with alternating voltages between —0.8 V in the
colored state and +0.8 V in the bleached state, when each was applied for 15s. In
both the cases, the bleaching process for both doped and undoped WOj; films was
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Figure 9.62 Transmittance of pure WO; at colored and bleached states. There is just a
+0.8 V (bleached state) and at —0.7V (colored  minor influence of doping in the bleached state,
state) after 10s. As comparison, the whereas transmittance of the colored state is
transmittance of lithium-doped WOj in the significantly reduced [42].

completed, although bleaching and coloration of the doped film were significantly
faster than for the undoped film. Additionally, the difference in transmittance
between both states was seen to be larger for the P-doped layer than for the undoped
material (see Figure 9.63).

In the pure and doped states, essentially the same mechanisms are active in
materials such as V,05 and Nb,Os [44]. Owing to its high coloration efficiency,
nickel oxide (NiO) is an interesting electrochromic material, as it shows good
reversibility and low cost. Nanostructured materials containing the hydroxide phase,
Ni(OH),, are cycled with the following coloring/bleaching process:

Ni®*(OH), (bleached, reduced) < Ni**O(OH) + H™ + ¢~ (colored, oxidized)

Although the efficiency of this process may be improved by distributing the NiO
nanoparticles in an amorphous Ta,Os matrix [45], the most important point is the
finding that the NiO/Ta,0O5 nanocomposite withstands at least an order of magni-
tude more coloration—bleaching cycles than does pure NiO.

9.9
Materials for Combined Magnetic and Optic Applications

Although magnetism and luminescence are never found together in nature, for
special applications in biotechnology and medical diagnosis a combination of
these properties is quite often demanded. When such applications are connected
to, for example, magnetic cell separation, identification, and quantification, this
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Figure 9.63 Time response of an and +0.8 V to obtain the bleached state. Note
electrochromic cell using pure and P**-doped  that the coloration and bleaching occurred
WO;. In both cases, transmittance was significantly faster in the P**-doped material
measured at a wavelength of 633 nm. The [43].

voltage was —0.8 V to obtain the colored state,

combination of properties is extremely valuable. The luminescence spectra and
magnetization curves of some materials that are both luminescent and super-
paramagnetic (e.g., Fe,O;/anthracene/PMMA and Fe,0;/pyrene/PMMA nanocom-
posites) are shown in Figure 9.64a and b.

The difference in saturation magnetization for composites with anthracene and
pyrene as lumophore is due to different sizes of the magnetic core, and not to the
lumophore.

A more recent development are fully inorganic composite particles exhibiting
luminescence and ferromagnetism. In this case, the basic idea was to coat
metallic iron particles with zinc oxide [46]. Certainly, an at least partial oxidation
of the metallic core is unavoidable; however, even small residues of metallic iron
should provide high magnetic moments of the particles. Figure 9.65a and b
display the magnetization curve and the emission spectrum of this kind of coated
particles.

Analyzing the magnetization curve depicted in Figure 9.65a one realizes two
essential features. (i) The saturation magnetization is in the range of 110 Am®kg™%;
this is significantly more as compared to the bulk values of y-Fe, O3 or Fe;O,. This is
a clear indication that within the core of the particle there is in fact some metallic
iron left. (ii) The luminescence spectrum depicted in Figure 9.65b is fundamentally
different to the spectrum of pure ZnO. Therefore, one has to assume that at least a
minor fraction of the iron from the core is dissolved in the coating.

One further interesting optical application of ceramic/polymer nanocomposites is
their use as magneto-optical materials. Within this context, the phenomena under
question include the Faraday effect (rotation of the plane of polarization of light in
transmission) and the Kerr effect (rotation of the polarization plane after reflection at
the surface of magnetic materials).
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Figure 9.64 Examples of composites with magnetization is caused by different sizes of the
combined properties. Here, the properties of ~ ceramic core, and not by the different
luminescence and magnetism are combined —a lumophores. (b) Luminescence spectra of the

situation not found in nature [12,18]. (a) nanocomposites with superparamagnetic core
Magnetization curves of Fe,O3/anthracene/ as described in (a). Note the typical spectra of
PMMA and Fe,O3/pyrene/PMMA anthracene and pyrene.

nanocomposites. The difference in

When discussing a phenomenon working in transmission, like the Faraday effect,
it is necessary to look first at the wavelength range where the absorption is
sufficiently small for technical applications. Figure 9.66 displays the absorbance
of Fe,03 nanoparticles of different size.

Figure 9.66 shows the well-known blue shift with decreasing particle size. This
phenomenon is very distinct for a-Fe,Os; in this case, the decrease of the particle
size from 40 to about 25nm brings a significant shift of the onset of the optical
absorption to shorter wavelength. Therefore, the 40-nm material is red and the
25-nm material is brown. When looking at the y-phase material, one realizes that a
reduction in grain size from 12 to 3nm has almost no influence. However, the
transition from the 25-nm a-phase particles to the 12-nm y-phase particles shows
the expected significant blue shift. Additionally, one realizes from the absorbance
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Figure 9.65 Magnetization curve (a) and of these particles consists in fact to some extent
luminescence spectrum (b) of completely of metallic iron. The luminescence spectrum,
inorganic bifunctional particles consisting of a  which is different to that of pure ZnO, indicated
core of iron and a ZnO coating. As is indicated  that there is some iron dissolved in the

by the high saturation magnetization, the core  coating [46].

data displayed in Figure 9.66 that, for a device working in transmission, only the
v-phase material is applicable. In any case, wavelengths shorter than about 700 nm
should be avoided.

Figure 9.67 shows the general outline of an arrangement using the Faraday effect.
The rotation angle f3 of the polarization plane of the incoming light in a transparent
medium exhibiting Faraday rotation is given by:

B = vd|B| (9.14)
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Figure 9.66 Absorbance of Fe,O3 nanoparticles of different size. The blue shift of the absorption
edge with decreasing particle size is, at least in the a-phase, clearly visible [49] (Dates taken from
[47, 48, and 49]; Kosowsky, MACH | Inc., private communication).

where vis the Verdet constant, d is the thickness of the active medium, and |B| is the
strength of the magnetic field.

As shown in Figure 9.67, the polarization plane of the incoming light is rotated by
angle f after passing the layer with thickness d. Figure 9.68 shows experimentally
determined values for the Faraday rotation of y-Fe,03 nanoparticles [50]. These data
are given within a relative broad scattering band, as the absorption in the magneto-
optic active layer of y-Fe,O3 nanoparticles is quite high.

Using the data given in Figure 9.68, one can calculate the Verdet constant for
y-Fe, 03 to be in the range of between 2 and 4 x 10°degree T~ ' m™'. These values of
the Faraday rotation are significantly larger than those of the best magneto-optic active
materials, which are garnets with the compositions Tb;GasO, or (Tb,, Y;_,)3FesO1,

T
N

E

A
N

oo}
=~

R

Figure 9.67 Magneto-optical Faraday effect. E  an angle 8 during passing a magneto-optical
is the polarization vector of the incoming light  active layer with the thickness d in a magnetic
and k the wave vector of the light. The field |B|.

polarization of the incoming light is rotated for
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Figure 9.68 Faraday rotation of thin layers of y-Fe,O3 nanoparticles prepared by sputtering for
light with wavelengths of 645 and 1550 nm as function of the applied magnetic field [50].

that are in the range of a few degree per Tesla and meter. However, in contrast to
the highly transparent garnets, because of the relatively large absorbance, only
thin films of iron oxide can be used, in the range of a few micrometers, or
equivalently thin suspensions stabilized by surfactants. Lastly, as maghemite is
significantly cheaper than the above-mentioned garnets, this material has a great
potential for these applications. However, as also mentioned above, the efficient
transmission of light through y-Fe,05 is possible only in the red and IR range of
the optical spectrum.

Although for optomagnetic devices thin films of ferromagnetic materials are
normally used, various attempts have been made to use nanoparticulate ferrites in a
polymer matrix [51]. However, to date better results have been obtained with ferrite/
silica nanocomposites. All of these materials are hampered by the high absorption of
visible light by ferrites and therefore useful applications are possible only in the
range of red light. Zhou et al. [52] synthesized ZnFe,0, nanoparticles in silica; this
material was shown to be superparamagnetic and the magnetization curves were —
at least down to a temperature of 78 K- free of hysteresis. The optical absorption
coefficient as a function of wavelength for particle concentrations of 30 and 5 wt%
are shown in Figure 9.69.

As might be expected, a higher concentration of ferrite particles clearly increases
optical absorption. Furthermore, the strong increase in absorption for shorter
wavelengths is shifted significantly to shorter wavelengths when the concentration
is reduced. This blue shift may be attributed to a smaller particle size or surface
phenomena on the band gap.

With respect to the application of the Kerr effect, data relating to optical reflectance
in the UV-visible range of y-Fe,03/SiO, nanocomposites are provided by Moreno
et al. [53].
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10
Electrical Properties of Nanoparticles

10.1
Fundamentals of Electrical Conductivity in Nanotubes and Nanorods

Conventional electrical conductors are governed by Ohm’s law:
V=IR=—= or G=— (10.1)

where Vis the applied voltage, Iis the electrical current, R is the resistance, and G is
the electrical conductance. Ohm’s law implies that the electrical resistance depends
only on the geometry and material of the conductor. The conductance G of a wire
depends on the geometric parameters of the length L and the cross-section A; hence
G = oL/a. The electrical conductivity o is a material-dependent property that, for
metallic conductors, is independent of the applied voltage or the flowing electrical
current. In contrast, for semiconductors or insulators the electrical conductivity
usually increases with increasing applied voltage. When reducing the geometric
dimensions of a wire to nanometer or molecular dimensions, Ohm’s law is no
longer valid in any case. Rather, the strictly linear relationship between current and
voltage is replaced by a nonlinear, nonohmic characteristic. In order to understand
these phenomena, it is necessary first to consider the mechanism of electrical
conductivity, the conventional, macroscopic case of which is shown is Figure 10.1.

Here, an electrical conductor, such as a metallic wire, is connected to an electrical
circuit, and electrons start to move, driven by the electrical field. Within the wire
there are huge numbers of electrons and these move slowly from one end of the wire
to the other end. In this way, the electrons experience scattering processes that lead
to a change in the momentum by interactions with electrons, phonons, impurities,
or other imperfections of the lattice, which are responsible for the electrical losses.
In metallic wires, electrical conductivity is characterized by the mean free path of the
electrons. In an electrical field, the free electrons in a metal exhibit a type of “drift
movement” and such a process of electrical conductivity is termed “diffusive
conductance.” Reducing the size of the conducting wire changes the mechanism
of electrical conductivity; when the geometric dimensions reach the mean free path
length of the electrons, the mechanism of conduction changes from a “diffusive” to

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
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Diffusive conductance

N
®7

Figure 10.1 Model of diffusive electric conductance, as observed in conventional metallic
conductors. Diffusive conductance is characterized by a scattering of free electrons in the
conductor. The electrical current is transported by a slow drift movement of the electrons.

a “ballistic” mechanism. The principle of ballistic conductivity is shown schemati-
cally in Figure 10.2.

As the scattering phenomena are no longer observed, classically, zero resistivity
would be expected, but this is not observed because now quantum mechanical
phenomena are occurring. In order to understand this ballistic conductivity,
Eq. (10.1) must be rewritten in a form that takes into account the transport of
electricity by electrons. The electrical current I transports within a time interval At
the charge electrical Q. As one electron carries the charge e, the charge Q is
transported by N = Q/e electrons. The time interval At is estimated from the length
L of the wire and the velocity of the electrons v, (At=L/v,):

717 Q _ Nev,
T VAV VL

(10.2)

Under the influence of the voltage V, the electrons are accelerated and obtain the
energy E = ¢V = V = E/e. When considering electrons, it is necessary to apply
Planck’s equation, E = hv,/A, to express the energy of the electrons. Inserting this
into Eq. (10.2), one finally obtains:

G- Nev, Nézv, _ Né2 A _ Ne2 1
VL  EL  hL hoan

(10.3)

where L/A = nis the electron wave mode number. Each electron wave mode can have
two modes (spin up and spin down) leading to N = 2n; therefore, one finally obtains
for the conductance of a short, thin wire with one mode G = 2¢?/h. Assuming m
active modes in a wire, the conductance is:

Ballistic conductance

el

Figure 10.2 Ballistic conductivity of an the geometric dimensions of the conductor are
electrical current in a small electrical conductor. smaller than the mean free path length of the
Ballistic conductivity is not characterized by electrons.

scattering of the free electrons in the lattice, as
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2 2
G= m% = mGy. (10.4)

In this formula, there are no longer any variables depending on the material or the
geometry of the wire. It is clear that the electrical conductance of a small, thin
wire increases with the increment Gy = 2¢?/h = 7.72 x 10 S. The resistance value
h/e* =26k is called the resistance quantum. It is important to note, again, that in
the ballistic case the electrical conductance is independent of the material and
geometry of the wire. However, this statement needs insofar a restriction, as the free
path length of the electrons may depend on the material and the amount of active
modes may depend on the geometry, and, additionally, on the applied voltage.

According to Eq. (10.4), the conductance depends on the amount of active modes,
which may be influenced by the applied voltage. Hence, a stepwise variation of the
conductance may be expected. In an idealized way, this situation is depicted in
Figure 10.3.

However, a behavior as shown in Figure 10.3 is valid only at low temperatures or
for extremely small wires; otherwise, the thermal energy is larger or in the range of
the energy difference between two neighboring electron wave modes. In this case,
the different modes may be activated thermally and not by the electrical field. This
leads to a smearing of the distinct steps, such that the steps in the conductivity—
voltage (G — V) diagram are flattened or it resembles that which follows Ohm’s
law. Additionally, it must be stated the in experimental reality, in most cases a
transition mechanism between diffusive and ballistic conduction is observed. A
rigorous treatment of quantized electrical conductance may be found in the review
of Datta [1].

12

10

conductivity [GQ]
o

Ty T

LI

-2 -1 0 1 2
applied voltage [a.u.]

Figure 10.3 Idealized G-V diagram for an ballistic electrical conductor (at 0 K). This diagram
shows that with increasing voltage, the number of modes is increasing. Experimentally this
behavior may be found only at extreme low temperatures.
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Figure 10.4 Electrical conductivity of a gold stepwise with increasing elongation, which is
nanowire of 5 nm length, determined at a equivalent to a reduction of the diameter,
constant applied voltage of 32 mV. The gold indicating a reduction of the number of active
wire was elongated during this experiment in modes. The shaded areas show the range of
0.2-nm steps. The conductivity decreases experimental scatter [2].

One interesting method that can be used to demonstrate the steps in conductance
is the mechanical thinning of a nanowire and measurement of the electrical current
at a constant applied voltage. Usually, these measurements are performed at room
temperature. A good example of such an experiment is shown in Figure 10.4, where
a short gold nanowire of 5nm length was pulled with a piezo device in steps of
0.2nm. After each step, the electrical current was measured at a constant voltage of
32mV.

In Figure 10.4, the conductance of the wire is plotted as a function of the
elongation, and only the steps in conductivity are displayed. Additionally, the
conductance displays characteristic dips, which stem from the deformation. These
are local minima or maxima of the conductance caused by disorder—order transfor-
mation, resulting in a part change between ballistic and diffusive conduction
mechanisms, on an atomic scale, during the elongation process. The important
point here is that, with decreasing diameter of the wire, the number of electron wave
modes contributing to the electrical conductivity becomes increasingly smaller by
well-defined quantized steps, the height of which is Gy = 2¢?/h. Even when taking
the experimental scatter (characterized by the shaded areas in Figure 10.4) of the
measured values into account, the quantized decrease in conductivity is clearly
visible. Measurement of the I-V characteristics as a function of the applied voltage at
constant length does not show the quantized steps. However, a significant non-
linearity is observed, which increases with rising elongation of the wire (see
Figure 10.5). In Figure 10.5, the two -V curves, determined on a 9.5-nm long
gold wire, are measured at elongations of approximately 7 and 9 nm. It is important
to realize that the more than linear increase of the electric current with increasing
voltage will indicate an increasing conductance of the wire. It should be noted that
these experimental data were obtained at room temperature.
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Figure 10.5 [-V characteristics of a gold current with increasing voltage, is clearly visible
nanowire of 9.5 nm length after two different [2]. At increasing elongation, the cross-section
elongations. The nonohmic behavior, as becomes smaller and the wire longer, leading to
indicated by the more than linear increase in an increased resistance.

The electrical conductance determined from the characteristic given in Figure 10.5
leads to the interesting result that the constant value, as predicted from the
simple consideration about metallic or ballistic conductance, is valid only within
a narrow range of low voltages. At higher voltages, as expected, the conductance
increases. In Figure 10.6, the transition from a range with constant conductance at
low voltages to a range where the conductance increases with voltage can be
visualized and this was interpreted by the authors as a transition from metallic
behavior to a more semiconductor- or insulator-like characteristic. Owing to the

451
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= i ——7nm
o 35| —9nm
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S 30
5 I
c
o L
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25}
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voltage [V]
Figure 10.6 Electrical conductance of an behavior with voltage-independent conductance

originally 9.5-nm long gold wire after elongation to a semiconductor- or insulator-like behavior,
as a function of the applied voltage [2]. These ~ where the conductance increases with the
data were calculated using the values from applied voltage.

Figure 10.5. Note the transition of a metallic
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Figure 10.7 Room temperature |-V diagram measured at DNA molecules of different length.
It is important to realize that the ballistic behavior is found at the short molecule, 5 nm, only;
obviously, the free path length of electrons is shorter than 10 nm [3].

slight scattering of experimental values, the G-V characteristic is indicated only by
shaded areas.

The quantized character of the electrical conductivity is not only observed at
metals or carbon nanotubes — it is a general law. As an example, Figure 10.7 depict an
I-V diagram of a DNA molecule at room temperature, measured at room tempera-
ture. The steps in this diagram are quite distinct; for better visibility, shaded areas
indicate the possible scattering ranges. This also improves visibility of the steps. The
DNA molecule, exhibiting quantum conductance, had a length of 5 nm; longer DNA
molecules (e.g., 10nm) do not longer show these characteristic steps.

As mentioned above, deviations from Ohm’s behavior are observed only for very
thin objects, and to demonstrate this the results of an I-V measurement for a 50-nm
nanowire made from silver and with a length of approximately 10 um are shown in
Figure 10.8; the I-V characteristic is strictly linear.

A second fact may be derived from Figure 10.8, notably that even in the range
where Ohm’s law is valid, the ability of nanowires to carry electrical currents is
enormous and any comparison with macroscopic electrical conductors is absolutely
impossible. The current density applied during measurement of the I-V character-
istic was up to 10"”Am 2 (= 10°Amm ?) — a current density that would be
unthinkable for a macroscopic wire. In addition, it should be mentioned that this
current density did not lead to failures; Aherne et al. [5] measured the current at
failure for gold nanowires as a function of the diameter in a range from 65 to almost
120nm at room temperature and the results are depicted in Figure 10.9.

In Figure 10.9 it can be seen that, for gold nanowires, the current to failure is
above 10'> Am ™2 Tt is interesting to note that the current density leading to failure
increases significantly for wire diameters below 70 nm; therefore, for thinner wires
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Figure 10.8 |-V characteristics of a 50-nm diameter, 5-um long silver nanowire measured at 4.2 K
[4]. The current offset in the original data was removed.

even higher current densities might be expected that would lead to failure. In carbon
nanotubes, current densities in the range of 10" Am 2 were observed. For
comparison it must be mentioned that, in electrical machines, a current density
of maximal 10 Amm 2=10" Am 2 is used as reference value.

In this context, the Hall effect must be discussed, as this phenomenon is of special
interest in connection to two-dimensional nanomaterials. Classically, the Hall effect
describes a voltage that is, in the presence of an external magnetic field, measured
perpendicularly to the direction of the transport of the electrical current. The basis
principle is shown in Figure 10.10.
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<
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£ ‘ X g
1]
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[ X
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s
2
3 ..

0x10
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diameter of gold wire [nm]

Figure 10.9 Current density to failure for gold nanowires of different diameters, determined
at room temperature. Note the increasing maximum current density with decreasing wire
diameter [5].
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Figure 10.10 General layout to measure the Perpendicular to the direction of the current

Hall effect. There is a two-dimensional electric ~ and perpendicular to the magnetic field in the
conductor in a magnetic field of strength B. An  direction y, the voltage Uy, the Hall voltage, is
electric current ljong, driven by the voltage Viong, measured.

flows in the direction x through the specimen.

Figure 10.10 displays, in a simplified way, the set-up of an experiment to measure
the Hall effect. In general, a two-dimensional electric conductor, a platelet, is placed
in a magnetic field with the strength B. Through the specimen, in the x-direction,
perpendicular to the magnetic field, flows an electric current I, driven by the
voltage Viong. In such an arrangement, it is possible to measure a voltage, the Hall
voltage Vi, in y direction. In such a system, one can determine the resistance Riong
in the x direction, Riong = Ulong/llong- The Hall resistance Ry is defined as:

UHan

Ryan = (10.5)

Ilong
The Hall voltage can be related to the magnetic field and the thickness of the two
dimensional conductor:

1B
UHa]l = ag Ilong (106)

where e s the electrical charge of one electron, n is the number of electrons, and d is
the thickness of the specimen. From Eq. (10.6), one obtains for the Hall conductivity
Gran:

a
GHall = CHE (107)

Equations (10.5) and (10.6) make clear that the application of nanoplates is of special
advantage to obtain a significant Hall effect. In the range of ballistic electrical
conductivity, at low temperatures and high magnetic fields, the Hall effect of
nanoplates is quantized and like the ballistic conductivity independent of the
geometry. Under these conditions, the Hall conductivity is given by:

G
Ghan = vGx = VTO (10.8)

where v is an integer number (integer quantum Hall effect) and the G is the
conductance quantum. Gg=e’/h is the von Klitzing’s constant — a universal
constant used as a standard for electrical resistance worldwide. Additionally, there
exists a fractional quantum Hall effect. For the detailed theoretical background of the
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Figure 10.11 Different types of the quantum  The variant in (b) differs just in missing the
Hall effect, as found in various plate-shaped conductivity plateau at oy, = 0. The fractional
nanoparticles [6]. (a) Conventional type, as quantum Hall effect is displayed in (c). This
measured in the case of bilayers of graphene.  type is detected with single-layer graphene.

quantum Hall effect, it is necessary to study specialized literature. As mentioned
above, the quantum Hall effect is observed at high magnetic fields and close to 0 K.
However, there is one exception: graphene is, until now, the only material showing
this phenomenon at room temperature.

Figure 10.11 demonstrates the three possible types of the quantum Hall effect [6]
in an idealized way, as it would appear at 0 K. In this graph, the conductance in units
of the von Klitzing constant Gy is plotted as ordinate versus the inverse magnetic
field, normalized in way to obtain integer numbers by a combination of Egs. (10.7)
and (10.8), using nh/(geB) as abscissa. The quantity g is the system degeneracy (i.e.,
the number of quantum states sharing the same energy level.)

Figure 10.11a displays the conventional quantum Hall effect, as it is found in
bilayer graphene. This type is also characteristic for semiconductors. The relation-
ship in Figure 10.11b is insofar different, as the plateau at Oyans =0 is missing.
Figure 10.11c displays a characteristic example of the fractional quantum Hall effect,
characterized by noninteger multiples of the resistance quantum, as it is found, for
example, in graphene monolayers.
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10.2
Nanotubes

The most important group of nanotubes are those consisting of carbon. In electri-
cally conducting carbon nanotubes, only one electron wave mode is observed that
transports the electrical current. In an interesting experiment, Poncharal et al. [7]
demonstrated the quantized nature of the electrical conductivity of carbon nano-
tubes. In order to reduce the problems with contacts, these authors measured the
electrical resistance of bundles of multiwall carbon nanotubes that had been pushed
into a droplet of mercury. In this experiment (the set-up of which is shown in
Figure 10.12), a bundle of carbon nanotubes of different length and orientation is
fixed onto a sample holder that is moved slowly in the direction of a mercury droplet.
As the lengths and orientations of the carbon nanotubes are different, they touch
the surface of the mercury at different times, which provides two sets of informa-
tion: (i) the influence of carbon nanotube length on the resistance and (ii) the
resistances of the different nanotubes.

As the nanotubes have different lengths, then with increasing protrusion of the
fiber bundle an increasing number of carbon nanotubes will touch the surface of the
mercury droplet and contribute to the electrical current transport (see Figure 10.13).
With the four successive steps, stemming from four different nanotubes being
inserted into the mercury droplet, the conductance increases for approximately one
Go. Most likely, the minor deviations from the exact values of multiples of G, are
caused by contact resistance. These measurements were performed at a voltage of
100 mV. Owing to the small electrical current flowing during these measurements,
the conductivity values were blurred by noise. Two important facts can be deduced
from the data in Figure 10.13: (i) that each nanotube contributes equally to the
conductance and (ii) that the conductance is independent of the length of the
nanotube since, at each step, with increasing submersion of the nanotubes, the
conductance remains unchanged.

Beyond a voltage of approximately 100 mV, the -V characteristic of multiwall
carbon nanotubes and individual graphene layers is more complex. Poncharal et al. [7]

sample holder  sample holder
movement

carbon
nanotubes

mercury /'
droplet

Figure 10.12 Experimental set-up to measure  the carbon nanotubes are different, they touch
the electric conductivity of carbon nanotubes. A  the surface of the mercury at different times.
bundle of carbon nanotubes of different lengths This provides information on the influence of
and orientations is fixed onto a sample holder  carbon nanotube length on resistance and the
and moved in the direction of a mercury resistance of different nanotubes [7].

droplet. Since the lengths and orientations of
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Figure 10.13  Electrical conductance of independent of the carbon nanotube length, in
multiwall nanotubes determined at a voltage of  this case characterized by the immersion depth.
100 mV. As shown in Figure 10.12, for this The experimental scatter of the measured
experiment, four multiwall carbon nanotubes  values is indicated by the shaded areas. Contact
were immersed successively into a mercury resistance causes the deviations from the

drop. The graph shows that the conductivity is  multiples of G [7].

measured this relationship for multiwall nanotubes and Shklyarevskii et al. [8] for
individual graphene layers. In both cases the experiments revealed that, above about
100 mV, the conductivity increased with increasing voltage. For voltages below about
100 mV, the conductance is:

G =Gy, V<100mV

G = Go(a+plV]), V>100mV (10.9)

where a and f are specimen-dependent factors ranging from 0.25 to a maximum of
1.0. Due to the unavoidable contact resistance, the constant contribution to conduct-
ance is usually smaller than G,. The function of the conductance is symmetrical
against V=0V, according to Eq. (10.9). Due to minor experimental uncertainties,
however, an offset of less than 10mV is observed. Equation (10.9) leads to a I-V
characteristic such as:

1= VGo(a+pIV]) (10.10)

The same relationship was observed for graphene layers, although the relation-
ship to the conductance quantum G, is not well defined. The I-V plot for a multiwall
nanotube assuming a=0.5 and =025V "' is shown in Figure 10.14, and is
similar to that described for gold nanowires.

Consequently, the electrical conductance of a multiwall nanotube as a function of
the applied voltage has an appearance as shown in Figure 10.15, according to
Poncharal et al. [7].

The [-V characteristic of multiwall carbon nanotubes and individual graphene
layers is entirely different from that of single-wall nanotubes. Likewise, in the case of
single-wall nanotubes, above 100 mV the electrical conductivity depends heavily on
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Figure 10.14 Typical |-V characteristic of using Eq. (10.10), setting a =0.5 and
multiwall nanotubes according to Poncharal B=0.25V"". The characteristic is similar to that
et al. [7]. The I-V characteristic of graphene shown in Figure 10.5 for gold nanowires.

platelets is similar. The graph was calculated

the applied voltage. Yao et al. [9] described the I-V curves over a range of higher
voltages up to £5 V and the experimental results obtained on a single-wall nanotube
with a length of approximately 1 um are shown in Figure 10.16.

Again, as in all cases discussed previously, a nonlinear relationship was observed
between the voltage and current. However, the -V characteristic was entirely
different to that of multiwall nanotubes since, below approximately 100 mV, the
electrical resistance was constant R,. However, beyond a range of approximately
+100mV the resistance R of a single-wall nanotube is described by:

1.5k

conductance [Gp]

0.5

0 "
-4 -2 0 2 4

voltage [V]
Figure 10.15 Electric conductance of multiwall nanotubes according to Poncharal et al. [7]. For

voltages above about 100 mV, the electric conductance follows Eq. (10.9); below that limit the
conductivity has a constant value. Graphene layers show a similar behavior [8].
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Figure 10.16 |-V characteristic of single-wall nanotubes according to Yao et al. [9]. This graph is
characterized by a saturation value of the electric current.

R=Ry+ (10.11)
Io

where Ry and I, are material-dependent constants (R, may also include some
influence from the contact resistance). Experimental values for the resistance of
single-wall carbon nanotubes, as determined by Yao et al. [9], show very clearly the
constant value of resistance at low voltages and the increasing electrical resistance

with increasing applied voltage (see Figure 10.17).
Derived from Eq. (10.11), above 100 mV the -Vcurve in Figure 10.16is described by:

= % (10.12)
0.25
0.2 AN /
=)
£ 0.15
8
 —
2 0.1
0.05 "
0 i i i i i i i i i i i i
-5 -3 -1 1 3 5

voltage [V]

Figure 10.17 Dependency of the electrical resistance of a single-wall nanotube as a function of
the applied electric voltage [9]. In contrast to multiwall nanotubes, the resistance increases with
increasing applied voltage.
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Equation (10.12) leads, for large values of the applied voltage, to a saturation
current of I, and this has interesting consequences for the conductance:

Having this limiting value for the conductivity in mind, one may ask for the electrical
current under the conditions:

. 14
I|V—»oo = Lsaturation = lim W =1y (10~13b)

—00

For infinite voltages, the conductance vanishes and this saturation current was
observed experimentally. Experiments led to a value of 25pA for the saturation
current Iy, which is independent of the individual nanotube and is expected from
theory. Specifically, the value is independent of the nanotube length but, when
considering this saturation current and the dimensions, a single-wall nanotube can
carry a current density in the range of 10> Am™? (10’ Amm ?).

When comparing Figures 10.14 and 10.15 with Figures 10.16 and 10.17, as
expressed by Egs. (10.10) and (10.12), an almost inverse -V (respectively, R-V)
behavior between single-wall and multiwall nanotubes is apparent. It is important to
note again that isolated graphene layers behave like multiwall nanotubes.

Potentially, one of the most important applications of carbon nanotubes lies in
electronics, as it is possible to produce a field-effect transistor (FET) with just one
carbon nanotube, which lies between two gold contacts (that act as the source and
drain) and is in touch with the gate insulator. The set-up of such an FET, as first
realized at the IBM laboratories, is shown in Figure 10.18. Whilst it is astonishing
that this simple device will act as a transistor, it is equally surprising that the voltages
and currents controlled by such a nanotube FET (see Figure 10.19) are within a

single-wall
source (gold) Sarbon nanotube drain (gold)

gate insulator (SiO,)

Vgate
Vs‘urce-draln T

Figure 10.18 Metal oxide FET made from a carbon nanotube [10] (www.research.ibm.com/
nanoscience/fet.html). Such a simple device shows much promise as it is operated with voltages
and currents that can be handled without major problems.
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Figure 10.19 Characteristics of a FET according to Figure 10.18 [10].

range that can be handled without major problems. This is clearly just the beginning
of a potentially interesting development since, by examining Figure 10.16, it is clear
that electrical currents in excess of 10 pA can flow through a single-wall nanotube,
without destroying it (the saturation current is about 25 tA). Others have also shown
that even complete logic circuits can be realized using just one nanotube.
Further interesting types of nanotube consist of boron nitride (BN), which are
isostructural to the carbon nanotubes (see Chapter 5). Bulk BN is a nearly perfect
insulator, whereas the corresponding nanotubes are wide-gap semiconductors. A
typical I-Vdiagram, measured at room temperature, of one BN nanotube is depicted
in Figure 10.20. The striking feature of this plot is the fact that there is no

| /
. ~
-

current [nA]

-60 -40 -20 0 20 40 60
voltage [V]

Figure 10.20 /-V plot of a BN nanotube. As BN is a wide-gap semiconductor, up to a threshold of
about 21V there is absolutely no electrical conductivity [11].
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conductivity in an interval of £21V and at higher voltages there is, after a sudden
jump, the expected increase of the current with voltage. The threshold where
electrical conductivity starts depends on the individual nanotube; it ranges from
about 15 to 23 V.

10.3
Photoconductivity of Nanorods

Gallium nitride (GaN) is a semiconducting material that not only demonstrates
photoluminescence, but also, under UV irradiation, shows photoconductivity that is
essential in terms of the compound’s electrical conductivity. Calarco et al. [12]
determined the photoconductivity of GaN as a function of nanorod diameter and
showed that it increased exponentially up to a critical diameter value of 100 nm.
Beyond this limit, in a second range, the photoconductivity increased linearly with
rod diameter. These two ranges are shown in Figure 10.21, where each of the
experimental points was determined at a single nanorod. The photocurrent during
UV illumination with a light intensity of 15 W cm ™2 versus nanorod diameter is also
shown in Figure 10.21.

When considering the time response to illumination, it is important to distin-
guish two different ranges. The first range, with rod diameter less than 100 nm,
shows a fast response where the electrical conductivity goes immediately to the value
of the dark current after switching off the UV illumination. However, in the second
range, there is a significant persistent photoconductivity after switching off the
illumination,; after illumination, the time constant of the current decrease is almost

> experimental values
surface dominated properties

[|—— bulk dominated properties
-6 - ,,,x#:("/’(*
z X
i
£ 8
3
S X
:
= -10 >
o
;{x
12 e

10 100 1000
nanorod diameter [nm]

Figure 10.21 Photocurrent during UV illumination of 15 W cm ™2 as a function of the diameter of
the GaN nanorod. The edge at 85 nm indicates transition from the smaller diameters where the
photocurrent increases exponentially to the range of larger diameter [12].
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Figure 10.22 Conductivity of 70-nm GaN parasitic background current and not related to

nanorods as a function of the applied voltage.  transport through the GaN nanorod. According
During UV illumination, the current increases  to Figure 10.21, this 70-nm nanorod operates
by more than an order of magnitude. The dark  in the range where the properties are surface-
current (indicated by the shadowed area) is a dominated [12].

two orders of magnitude larger. Therefore, for applications in optoelectronics, only
the first regime is of interest. The conductivity of GaN nanorods, 70 nm in diameter,
as a function of the applied voltage is shown in Figure 10.22. At a constant voltage,
under UV illumination, the current increases for more than an order of magnitude.
The measured dark current indicated in Figure 10.22 is a parasitic background
current and is not related to transport through the GaN nanorod. As the dark current
is extremely low, a significant noise level characterizes the -V characteristic and
therefore a scattering band represents the dark current.

The difference in behavior of GaN nanorods in these two size ranges, below and
above 100 nm, is explained by a size-dependent surface recombination mechanism
acting predominantly at specimens of small diameter.

The importance of surface phenomena on photoconductivity was also demon-
strated for CdS nanorods. For example, Pan et al. [13] studied the properties of
cadmium sulphide (CdS) nanorods with diameters ranging from 35 to 45 nm and
lengths from 2 to 6 um. As a semiconducting material, CdS shows photolumines-
cence, the spectrum of which is shown in Figure 10.23. The spectrum shows the
band-edge emission around 505 nm and, in addition, a second luminescence peak at
548 nm, which is attributed to surface states. When examining the structure,
transmission electron microscopy reveals an amorphous layer at the material’s
surface (see Figure 10.24).

This surface layer is clearly visible in the small areas indicated within the square,
while the two-dimensional Fourier transformation of the indicated area is shown in
the upper left corner inset. Here, a faint ring is just visible, this being characteristic
for a material that has a only minor preference for the distance to the next neighbor.
The thickness of this amorphous layer is in the range of 3nm.

The [-V characteristic, both in the dark and under illumination, of an individual
Cds fiber characterized by the amorphous surface layer is shown in Figure 10.25. At
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Figure 10.23 Photoluminescence spectrum of CdS nanorods [13]. Note the two clearly different
features. The higher peak is related to band edge emission, whereas the smaller peak at longer
wavelength represents emission of the surface states.

low voltages, this plot is characterized by a linear increase in the current with
increasing voltage, but beyond 5V a saturation is observed. The difference between
the current in the dark and illuminated states is almost two orders of magnitude.
This remarkable response suggests that CdS would be a good material for the
fabrication of photoelectric and sensing devices.

Calculating the conductance from the values in Figure 10.25 for CdS, whether
illuminated or in the dark, provides interesting insights. In the dark, a decreas-
ing conductance is observed with an increasing applied voltage, whilst at low

e
0. 67nm

Figure 10.24 High-resolution transmission indicated by the square. This Fourier transform
electron micrograph close to the surface of a also indicates a lack of crystallinity and a weak
CdS rod. Note the well-crystallized interior and  preference for the distance to the next

an amorphous surface layer. The inset shows neighbors [13]. (Reproduced with permission by

the Fourier transform of the surface area the Institut of Physics.)
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Figure 10.25 Dark current and photocurrent of CdS nanorods as a function of the applied
voltage. Note that the current is in a logarithmic scale. lllumination increases the current by more
than an order of magnitude [13].

voltages the illuminated material displays an increasing conductance with
increasing applied voltage. In contrast, at higher voltages (above about 3V)
the phenomenon of decreasing conductance with increasing voltage, as
described by Eq. (10.13), is observed. Above an applied voltage of approximately
1V, the ratio of conductance in the illuminated over the nonilluminated state is
more than an order of magnitude (Figure 10.26). At 5V, this ratio reaches its
maximum of almost 50.
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Figure 10.26 Conductance of CdS as a function of the applied voltage for illuminated and non-
illuminated nanorods. Above a voltage of 1V, the conductance in the illuminated state is more
than one order of magnitude higher than in the dark [13].
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10.4
Electrical Conductivity of Nanocomposites

For technical applications outside of electronics, the electrical conductivity of
nanomaterials can best be exploited as the electric-conducting phase in nano-
composites. In order to obtain electrical conductivity in a composite consisting
of conducting and nonconducting phases, the conducting particles must touch each
other to form a continuous series of conducting elements. Clearly, the probability of
forming a continuous electrical conducting system increases with increasing
concentration of the conducting phase. The concentration at which such a continu-
ous system is formed is termed the percolation threshold.

The electrical conductivity of nanocomposites depends on percolation, the theory
of which treats the properties of two-phase mixtures consisting either of conducting
and insulating phases, or of a solid and pores. In the latter case, percolation leads to
the formation of a network of open pores. Detailed theories of percolation consider
the shape and concentration of the constituents, but in all cases the crucial question
relates to the critical concentration p,, the percolation threshold, where the minority
phase of the mixture forms a continuous network. Assuming an electric-conducting
nanocomposite — a two-phase mixture consisting of an insulating and an electrical
conductive phase — the percolation threshold describes, in simple terms, the
concentration of conductors required for the onset of electrical conductivity. At
concentrations below the percolation threshold, there is no electrical conductivity,
whereas above the threshold conductivity is observed. Above the percolation
threshold p, the electrical conductivity o is described by [14]:

o =oolp— )" (10.14)

where 0y is the conductivity of the conducting phase and p is the volume fraction of
the conducting phase. The exponent a reflects the dimensionality of the network;
usually, this is found not to be an integer, and experimental values of @ are found to
range between 1.3 and 3. Equation (10.14) is linearized in a double logarithmic
graph, where log(0) is plotted against log(p — p.).

As mentioned above, percolation is extremely sensitive to the shape and aspect
ratio of the second phase’s particles. Therefore, any theory describing percolation
must of necessity consider the aspect ratio of the second phase. For this, many
stochastic theories have been devised, although most are so complex that their
technical use is nearly excluded. As an example, a description of percolation for a
fiber-shaped second phase was reported by Balberg [15] and this theory led to the
following equation for the percolation threshold:

(L 4
(L) (L)
where L is the length of the particles and d is the particle diameter. This theory

assumes a second phase with constant diameter and a distribution of lengths. The
angular brackets ( ) denote mean values. It is an important characteristic that the

p.=07 (10.15)
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percolation threshold increases with the mean value of the aspect ratio a =(L)/d.
Therefore, the concentration of particles necessary for the onset of percolation for
fibers is up to many orders of magnitude less as compared to spherical particles. To
obtain optically transparent electric conductive composites, one must apply
extremely thin, long fibers, which are usually achieved with nanotubes or nanowires.
In any real length distribution, (L)*/(L*) < 11s valid. Assuming fibers of equal length
L, then Eq. (10.15) boils down to:

p. = 0.7% (10.16)

In simple terms, Eq. (10.16) states that using long fibers reduces the percolation
threshold, as they have a huge aspect ratio. Furthermore, as the nanomaterial used
as electric conductive filler is significantly more expensive than the polymer matrix,
the application of nanotubes or nanowires with large aspect ratio is the most
economic.

Some typical experimental results for the electrical conductivity of a carbon
nanotube/PMPV (poly(p-phenylenevinylene-co-2,5-dioctoxy-m-phenlyenevinylene))
nanocomposite are shown in Figure 10.27. Here, there is a clear and sudden
increase in electrical conductivity at the percolation threshold between 7 and 8 vol%
carbon nanotubes. Additionally, a second characteristic feature of this type of
nanocomposite is apparent, namely that the electrical conductivity shows saturation.
This means that, for each combination of electrical conductive filler and insulator, a
characteristic maximal conductivity is observed. (Even in this example, where an
unusually high concentration of nanotubes was necessary to obtain percolation, it
shows clearly the characteristic parameter of electric conductivity in a percolation
system.)
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Figure 10.27 Experimental results on the electric conductivity of a carbon nanotube/PMPV
nanocomposite [16]. Note the sudden increase in conductivity at the percolation threshold.
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Figure 10.28 Electrical conductivity of a carbon nanotube/epoxy composite [17]. The percolation
threshold of these well-distributed carbon nanotubes is in the range of 2.3 x 107> wt%, which is
equivalent to a volume fraction in the range of 107>

The percolation threshold and electrical conductivity at saturation level are heavily
dependent on the fabrication process. In contrast to Figure 10.27, Figure 10.28
shows, as an example of a low-percolation threshold, the electrical conductivity of a
carbon nanotube/epoxy composite. It is remarkable that the percolation threshold is
as low as 2.5 x 107> wt%, which is equivalent to a volume fraction of 1 x 10~°. The
electrical conductivity of these composites is in the range of 1Sm ™" in the case of
1wt% nanotubes in the composite. According to Eq. (10.16), the low-percolation
threshold indicates a large aspect ratio, which is expected for nanotube composites.
However, such low-percolation thresholds are not always obtained. The percolation
threshold of the carbon nanotube/PMPV nanocomposite, as shown in Figure 10.27,
was in the range from 7 to 8 wt% nanotubes. This huge difference, compared to the
electrical properties of the composite shown in Figure 10.28, may be explained by
insufficient singularization of the fibers in the composite. According to Eq. (10.16),
in this case the percolation threshold goes to higher concentrations because the
diameter of fiber bundles is larger than that of one fiber.

The double logarithmic plot of electrical conductivity against the reduced weight
fraction p — p,, according to Eq. (10.14), is shown in Figure 10.29. It is clear that, up
to a volume content of almost 0.1 above the percolation threshold, the experimen-
tally determined data follow exactly Eq. (10.14). The exponent a describing the
dimensionality of this composite is 1.2 [17].

As a further example of the importance of the processing parameter, Figure 10.30
shows the electrical conductivity of carbon nanofiber-filled epoxy with different
viscosities of the polymer before curing. The vapor-grown carbon fibers were
150 nm in diameter and ranged in length from 10 to 20 um. This led to an aspect
ratio in the range of 100. The epoxy for the matrix was prepared using two different
processes. In the first method, which led to the product denominated as “low
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Figure 10.29 Double logarithmic plot of the follow exactly Eq. (10.14), up to a volume
electric conductivity of the material, as content of almost 0.1 above the percolation
displayed in Figure 10.28, versus the reduced threshold [17].

weight fraction p — p.. The experimental data

viscosity” in Figure 10.30, the epoxy resin was dissolved in acetone to reduce the
viscosity, while in the second method a commercial epoxy resin was used. In both
cases, the carbon fibers were dispersed in the liquid by stirring and sonication at
room temperature. From Figure 10.30, it is clear that the electrical conductivity
increases in the low-viscosity case by more than 10 orders of magnitude over a
concentration range from 0 to 5wt% carbon fibers, whereas the increase in
conductivity is less significant in the case of the high-viscosity process.

With respect to the amount of material needed to obtain percolation, a signifi-
cantly more advanced system was introduced by Murphy et al. [19] in which, instead
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Figure 10.30 Electrical conductivity of carbon nanotube-filled epoxy as a function of fiber loading
for low- and high-viscosity epoxy nanocomposite sheets. (Data according to Choi et al. [18].)
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Figure 10.31 Electrical conductivity of a composite of PMMA and MogS, s)4 5 fibers [19].

of carbon fibers, MogS4 5]4 5 fibers were used. This material crystallizes linearly in
wires with a diameter of about 1 nm, although it must be pointed out that these
fibers form bundles. It is possible to reduce the diameter of the bundles by
sonication, but during this treatment, the length of the wires is also reduced. After
sonication, the length of the wires was reduced to approximately 1000 nm and this
resulted in an aspect ratio greater than 1000. The electrical conductivity of a
composite of poly(methyl methacrylate) (PMMA) and these fibers is shown in
Figure 10.31, where the electrical conductivity is plotted against the volume fraction
of nanowires. Although the conductivity was measured by both direct current (DC)
and alternating current (AC) methods, interestingly, no difference was found. The
composites showed a saturation value of electrical conductivity of 5 x 10> Sm™".
Figure 10.32, which is based on an analysis according to Eq. (10.14), shows the
electrical conductivity plotted against the reduced volume fraction of the conducting
phase p — p.. In this double logarithmic plot, a linear relationship up to a reduced
volume fraction of 102 is apparent. Further analysis of these experimental data led
to a percolation threshold of p.=1.3 x 10 >, which was an extremely low value and
similar to those found for well-prepared composites of carbon nanotubes. Such a small
percolation threshold is possible with an aspect ratio of more than 10000. The
discrepancybetween the aspectratio determined from micrographs and from electrical
conductivity is not yet clear. The conductivity of the isolated MogSysJ4s fibers is
estimated to be about80 S m ™" and the dimensionality of the system was determined as
1.4. The data in Figures 10.31 and 10.32, taken together, show that in this case, over
an extremely narrow concentration range from 10> (percolation threshold) to 102,
the electrical conductivity increased from 10 to almost 10~ Sm ™. Additionally, the
data in Figure 10.32 indicate that, in this case, Eq. (10.14) is valid only up to a volume
fraction of nanowires of approximately 10~>. Although this is a significantly smaller
value thanis often found for carbon nanotubes, itis mostlikely caused by an insufficient
debundling of the nanotubes at higher concentrations.



10.4 Electrical Conductivity of Nanocomposites

02

10
pod

ol 9 X
= X
2 03 ° X
> 10
£ X R
g <& AC
S X DC
E —— exponential fit
3 10%
(&]
= %
3 X
©

10'05 . L L L

10—05 10—04 10-03 10-02 10-01

reduced volume fraction (p-pc)

Figure 10.32 Double logarithmic plot of the experimental data displayed in Figure 10.31. The
solid line is a fit according to Eq. (10.14).

One further interesting application of carbon nanotube/polymer composites
exploits their electrical conductivity and large length/diameter ratios. Owing to
the huge aspect ratio, the amount of carbon nanotubes required to achieve electrical
conductivity is very small and it is possible to produce an optical transparent coating
with relatively good electrical conductivity. Such coatings are necessary as contacts
for organic light-emitting diodes (OLEDs) and organic solar cells. OLEDs may be
used for any type of display, ranging from television sets to computer monitors. The
electrical conductivity of such a carbon nanotube/polymer composite as a function
of the applied voltage is shown in Figure 10.33.
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Figure 10.33  Electrical conductivity of an optically transparent PFO/0.1wt% single-wall carbon
nanotube (SWNT) composite. The increase in conductivity at about 2.5V is explained by a charge
injection from the single-wall carbon nanotubes to the PFO polymer [20].

293



294 | 10 Electrical Properties of Nanoparticles

100
/7<—\\>‘::_..—-—-__'_m
— 80p
S, I — ITO
8 60 J —— PFO 0.1 wt% SWNT
c
S L
E 40f
= I
c
g i
20
0 [ L L L L L L L L L L L L L L L L
400 500 600 700 800
wavelength [nm]
Figure 10.34 Optical transmission of an to ITO, the carbon nanotube composite is
electrically conductive PFO/0.1wt% single-wall  printable and may be applied onto flexible
carbon nanotube (SWNT) composite in substrates.

comparison to an ITO thin film [20]. In contrast

In this example, the amount of carbon nanotubes (single-wall) added to the
composite was 0.1 wt% and poly(2,7-9,9-(di(oxy-2,5,8-trioxadecane))fluorene) (PFO)
was used as the polymer. In Figure 10.30, the conductivity of PFO, which is in the
range of 10713 S cm ™!, is also plotted. The authors correlated the gradual increase in
conductivity at about 2.5V by charge injection from the single-wall carbon nano-
tubes to the PFO polymer. The most important point, as shown in Figure 10.34, was
the optical transmission of the composite. For comparison, the transmittance of a
sputtered indium tin oxide (ITO) thin film is also provided (ITO is the standard
material used in electro-optical devices).

When comparing the optical transmission of PFO with 0.1wt% single-wall
nanotubes with that of ITO, except for the wavelength range below about
450 nm, there are no significant differences. The reduction in optical transmission
in the blue regime of the optical spectrum is a property of the selected polymer.
When compared with ITO, several advantages of the PFO composites become
apparent:

® They are more easily fabricated than the ITO layers, which are mostly sputtered.
PFO nanocomposite layers are produced by spin coating or printing, which are
significantly cheaper methods of production.

® They are much more flexible than the brittle ceramic ITO layers; hence, the PFO
electrically conductive composites may also be applied to flexible substrates.

Similar outstanding properties may be expected in the application of graphene
containing composites and pure graphene layers. Figure 10.35a displays the
electrical conductivity of graphene plates in polyethylene as a function of the
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Figure 10.35 Electrical conductivity of a Therefore the double logarithmic plot depicted
polyethylene graphene composite as a function in Figure 10.35b is well approximated by a
of the graphene content [21]. Also this straight line.

composite follows the law given in Eq. (10.9).

graphene content. One realizes the well-known increase of the electrical conductivity
with increasing graphene volume content. As displayed in Figure 10.35b, this
graphene composite follows Eq. 10.9 with good precision. This is insofar remarkable
as this equation was, originally, derived for one-dimensional fillers. At comparably
low concentrations the electrical conductivity of the carbon nanotubes composite is
better than that of the composites using graphene The percolation threshold is in the
case of carbon nanotube composites in the range of 10~ %, whereas this threshold was
found in the described example as to be in the range of 10°.

295



296 | 10 Electrical Properties of Nanoparticles

100 p

TN— T

. I I ——
° I
o 60
c I
8
k=1 i — 11O
€ 40 Graphene 24 nm
2 r —— Graphene 8 nm
© I
20 |
0 L L L L L L L
200 400 600 800

wavelength [nm]

Figure 10.36 Optical transmission of graphene layers [22] in comparison with ITO.

The optical transmission of graphene layers is, as depicted in Figure 10.36,
excellent, too. At least in the range of the visible part of the optical spectrum,
graphene shows very good transmittance and no wavelength dependent local
depression as it is found in case of ITO around 500 nm.
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11
Mechanical Properties of Nanoparticles

1.1
General Considerations

The huge interest in nanomaterials began with Gleiter et al.’s paper [1] on the plastic
deformation of CaF, at room temperature. The discussion of mechanical properties
of nanomaterials is, in general, only of quite basic interest, the reason being that it is
problematic to produce macroscopic bodies with a high density and a grain size in
the range of less than 100 nm. However, two materials, neither of which is produced
by pressing and sintering, have attracted much greater interest as they will
undoubtedly achieve industrial importance. These materials are (i) polymers that
contain nanoparticles, nanotubes, or nanoplates to improve their mechanical
behaviors, and (ii) severely plastic-deformed metals that exhibit astonishing proper-
ties. However, because of their larger grain size, the latter are generally not accepted
as nanomaterials. Experimental studies on the mechanical properties of bulk
nanomaterials are generally impaired by major experimental problems in producing
specimens with exactly defined grain sizes and porosities. Therefore, model
calculations and molecular dynamic studies are of major importance for an under-
standing of the mechanical properties of these materials.

It is common practice to characterize the mechanical properties of a material by its
stress—strain diagram, which can be determined either in tension or compression
experiments. A typical example of such a stress—strain diagram is shown in
Figure 11.1, where elongation of the specimen during increasing load is plotted
on the abscissa, while the stress is plotted on the ordinate. To be independent of the
geometry of the specimen, elongation of the specimen is plotted as strain e = Al/,
where ! is the length of the specimen and Al is the elongation under load. Similarly,
the stress o is given by o = P/A, where P is the load and A is the cross-section of the
specimen. At low stresses, the deformation of a specimen starts with a linear, elastic
range, where the deformation is fully reversible. After the elastic regime, plastic
deformation begins; the stress of the onset of plastic deformation is called the “yield
stress.” As experimentally it is almost impossible to determine the yield stress exactly,
in general the stress where 0.2% plastic deformation is observed is defined as the
yield stress. After reaching the yield point, characterized by the yield stress, the
range of plastic deformation begins. Plastic deformation is not reversible and during

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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elastic deformation plastic deformation

yield stress /_

‘ ultimate strength ‘

stress o

strain Al/l

Figure 11.1 Typical stress—strain diagram obtained in a tension experiment. The important
ranges are those where elastic and plastic deformation occurs. Yield stress, ultimate strength, and
rupture are also indicated.

any further increase in deformation the increasing stress passes the point of the
ultimate strength, after which the specimen will break. In many cases, the ultimate
strength and the rupture stress are identical.

In the elastic region, Young’s modulus E or the modulus of elasticity (elasticity
modulus) is determined by:

E= (11.1)

o
e

Equation (11.1) is referred to as Hooke’s law; however, it should be noted that
many materials do not demonstrate this linear elastic range.

For the sake of completeness, it should be noted that a differentiation can be made
between an engineering stress—strain diagram, where the original cross-sectional
area of the specimen is used to determine the stress for every value of applied force,
and the true stress—strain diagram, where the applied force is divided by the actual
value of the cross-section of the specimen. However, within this chapter, such
differentiation is not made.

The stress—strain diagram depicted in Figure 11.1 is the most common, although
not the only possible, form. The three most important types of stress—strain diagram
are shown in Figure 11.2.

In Figure 11.2, the stresses are not plotted according to their actually possible
values; rather, they are equalized to a constant level to demonstrate their character-
istic behaviors. The most common form, denoted by “metal,” is found primarily in
metals and ceramic materials. A second type, denoted as “rubber,” is characteristic
of highly elastic materials and this is an important example where Hooke’s law is not
applicable. The last type, labeled as “collagen,” is typical of many biological
materials. In reality, it is quite rare to find an experimentally determined stress—
strain diagram that follows exactly the curves plotted in Figure 11.2 and in most
cases a “mixed-type” diagram is observed.
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Figure 11.2 Different types of stress—strain diagram. As the three materials used as examples
have significantly different strengths, the curves are normalized for comparison.

At a very early stage, Siegel and Fougere [2] postulated that a change in the
deformation mechanism of metals from dislocation processes to grain boundary
processes when the grain size is reduced should be expected. This transition in
deformation mechanism, which is equivalent to a transition of the behavior from
metal-like to ceramic-like, is illustrated graphically in Figure 11.3.

This first model of the overall behavior of materials with respect to grains
becoming increasingly smaller was well confirmed. Additionally, it should be
noted that a significant part of the interpretation of the mechanical properties of

z Deformation via
— ——dislocations
s —— grain boundaries
=
>
2
=
c
o
o
)
2
T
o
metals intermetallics ceramics

decreasing grain size

»
>

Figure 11.3 Comparison of the deformation processes for plastic deformation with
mode of metals, intermetallic compounds, and  decreasing grain size; in contrast, the
ceramics with the mechanical behavior of importance of the grain boundary processes
metals with decreasing grain size [2]. Note the  increases.

clearly decreasing importance of dislocation



302

11 Mechanical Properties of Nanoparticles

nanocrystalline materials is based on model calculations, not least because experi-
ments are often impaired by secondary influences such as porosity or grain growth
at elevated temperatures.

11.2
Bulk Metallic and Ceramic Materials

11.2.1
Influence of Porosity

When considering mechanical properties, it is essential to study deformation
mechanisms as a function of materials’ structure. Important structural features
in this context are grain size and porosity. As bulk nanomaterials are not in
thermodynamic equilibrium, grain growth at elevated temperature or during
deformation must be taken into account.

The influence of porosity on mechanical properties has been the subject of many
studies and in this context the porosity p is defined as:

p= 1— pspecimen (11‘2)
Ptheor

where pgpecimen IS the actual, experimentally determined density of the specimen

and pueor is the theoretical density of the full, dense material. Most important is the

influence on elastic properties and one of many formulae describing this was

provided by MacKenzie [3], who applied a Taylor series development for Young’s

modulus E to estimate the influence of the porosity p:

E=Ey(1+aip+ap*+--+) (11.3)

where E, is Young’s modulus of the full dense material, p=0, and a; and a, are
fitting parameters. For small values of porosity the linear term is sufficient, but for
higher porosities an increasing number of series elements are necessary. In addition
to this simple series development, a huge number of theoretically developed
equations are described. However, theoretically well-based formulae also require
fitting parameters, and Figure 11.4 depicts Young’s modulus for nanocrystalline
copper and palladium as a function of the porosity. This is a good example of small
porosity, where the linear term is sufficient. Additionally, it demonstrates the
unavoidable scattering of experimental values that, most likely, is due to the different
grain sizes for specimens with different porosities. When examining these heavily
scattered experimental data, it is clear that a fit using more than the linear
approximation is not justified.

Evaluation of the experimental data depicted in Figure 11.4 led to the following
fitting parameter for Young’s moduli (in GPa):

Ecu = 121(1 — 3.8p)

Epa — 132(1 — 2.5p) (11.4)
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Figure 11.4 Young's modulus of palladium consolidated nanocrystalline specimen and
and copper according to Sanders et al. [4]. The  measuring the porosity. The severe scattering of
wide scattering of experimental values the experimental values is probably caused by
highlights the problem in preparing a different grain sizes.

The values for Ej in Eq. (11.4) are close to the bulk values found in coarse-grained
materials. The yield stress is influenced by the porosity in a similar way; Figure 11.5
shows the yield stress of nanocrystalline copper and palladium again as function of
porosity.

Owing to the unavoidable grain growth during sintering of the specimens, which
were prepared by powder metallurgical means, in most cases, a varying density is
connected to a varying grain size. As the yield strength is also grain size-dependent,
correlations between porosity and yield stress are usually quite poor. For the
samples used for Figure 11.5, Figure 11.6 provides a correlation between grain
size and porosity. The remarkable increase in grain size with decreasing porosity
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Figure 11.5 Yield stress of nanocrystalline copper and palladium as a function of the porosity [5].
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Figure 11.6 Relationship between grain size and porosity for the specimen used for the
mechanical measurements plotted in Figure 11.5. It is clear that, especially for palladium, the
grain size was far from constant [5].

indicates that the data in Figure 11.6 demonstrate, for the example of palladium,
only a trend and not the actual correlation.

11.2.2
Influence of Grain Size

A comparison of the strength of nanocrystalline and conventional materials with
grain sizes in the micrometer range shows that the yield stress of nanocrystalline
materials is found at significantly higher values. A comparison of the stress—strain
diagrams for palladium of 50 um and 14nm grain size is shown in Figure 11.7.
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Figure 11.7 Comparison of the stress—strain diagram of palladium with different grain sizes.
Note the significant increase in yield stress and reduction in Young's modulus for the
nanocrystalline material in comparison with the coarse-grained material [6].
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At first glance, there is clearly a higher yield stress of 259 MPa for the nanocrystalline
material compared to the significantly lower value of 52 MPa for the coarse-grained
material.

On detailed examination of Figure 11.7, two features are striking:

® The elastic modulus (Young’'s modulus) of the nanocrystalline specimen is
smaller than that of the coarse-grained material. This is highly probable to
have been caused by residual porosity in the specimen as, according to
Eq. (11.3), Young’s modulus is reduced with increasing porosity. As the nano-
crystalline specimen was produced by the compaction and sintering of nano-
crystalline palladium powder, a residual porosity is unavoidable.

® The increase of the strength cannot be overseen. This is also an effect of the grain
size, although the increase is less distinct than might be expected. Again, this is an
influence of the residual porosity.

The correlation between grain size d and yield stress o, the Hall-Petch relation-
ship, is described by:

oy =09+ Kk (11.5)

where 0y and « are constants. The grain size d is not necessarily defined by wide-
angle grain boundaries; rather, it is related to the smallest units that may also be
limited by small-angle grain boundaries. The exponent —0.5 is, in theory, well
established; however, when analyzing experimental data in general the exponents
are found in a wide range, perhaps from —0.3 to —0.7. It is important to note that the
Hall-Petch relationship is also valid for the dependency of hardness as function of
grain size.

The yield stress of nickel as a function of grain size is shown in Figure 11.8, the so-
called “Hall-Petch plot,” where yield stress or hardness is plotted against the square
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Figure 11.8 Yield stress of nickel as a function  (D™%° =0.07). The deformation mechanism
of the grain size [7]. Note the deviation from the leading to the Hall-Petch relationship is no
straight line representing the Hall-Petch longer valid.

relationship below grain sizes of 200 nm
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directions of
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Figure 11.9 Dislocation in a nanoparticle made from WS,. The inserted extra lattice plane is
clearly visible. The possible directions of dislocation movement are also indicated. Movement of
dislocation is possible only for mobile dislocations [8]. (Reproduced with permission by Elsevier.)

root of the inverse grain size. Such a plot visualizes immediately the validity of the
Hall-Petch relationship for the material in question. The minimum grain size of
these experiments was 15 nm. Clearly, there is a deviation of the experimental points
from the yield stress versus (grain size) ®° straight line for grain sizes below
approximately 200 nm.

Obviously, at small grain sizes, the deformation mechanism is changing, and in
order to understand these changes it is necessary to analyze the deformation
mechanisms.

Generally, plastic deformation is related to the generation and movement of
dislocations, and within a grain, there may be both immobile and mobile dis-
locations. However, for plastic deformation only the latter dislocations are of
importance.

An electron micrograph of an edge dislocation in a WS, nanoparticle, demon-
strating all of the important features of such a one-dimensional lattice defect, is
shown in Figure 11.9. Between two lattice planes, an extra lattice plane is inserted,
around the edge of which there is a stress field. Depending on the lattice plane, a
dislocation is either mobile or immobile. A mobile dislocation has two possibilities
to move: for example, it may either slip perpendicularly to the extra plane, a process
known as “dislocation gliding” (Figure 11.9), or it may move in the direction of the
extra plane, a process known as “dislocation climbing.” Dislocation gliding always
occurs after an increase of the stress beyond the yield stress, whereas dislocation
climbing processes are observed during creep deformation and are connected to
diffusion. The change of shape of a single crystal specimen deformed by dislocation
gliding and dislocation climbing is shown in simplified form in Figure 11.10.

In addition to edge dislocations, screw dislocations are of major importance.
However, as they are less important with respect to nanomaterials, the interested
reader should seek specific information from the many textbooks on this subject.

A dislocation near a surface produces a stress in the surface plane, which in turn
pulls the dislocation to the surface. Provided that the dislocation is mobile, it will
begin to move and, on reaching the surface, it will be annihilated. As in nano-
materials with sufficiently small grain size any point is close to a surface, mobile
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Figure 11.10 Influence of dislocation gliding and climbing on the shape of a single crystalline
specimen.

dislocations are impossible. Therefore, dislocation-generating systems, which are
pinned at nodes, must be discussed in view of plastic deformation. The most
common mechanism to generate dislocations is the Frank-Reed source that, to
operate within a slip plane of one grain, requires a dislocation to be anchored at two
nodes. A Frank-Reed source in its temporal sequence is shown in Figure 11.11.
A Frank-Reed source of dislocations starts at a dislocation that is pinned at two
fixed nodes within one grain (an interior source) or at one node and a point at the
grain boundary (a surface source). Owing to their high elastic energy, dislocations
are connected to a line tension and, therefore, any dislocation has the tendency to
shorten. The applied stress bows the dislocation out and this leads to a decrease in
the radius of curvature until the line tension is in equilibrium with the applied
stress. Increasing the line stress beyond a point where the dislocation is semicircular
creates a situation where the dislocation no longer has an equilibrium position.
Consequently, the dislocation expands rapidly and rotates around the nodes until the

h<b<ly

Figure 11.11 Frank—Reed source of finally, the separation from the pinning points.
dislocations in its temporal sequence. Note the  This leads to the formation of the next
extension of a dislocation fixed at two pinning  dislocation, and the cycle then restarts. For the
points under the influence of a stress and, indicated times t; < t, < t3 is valid.

307



308

11 Mechanical Properties of Nanoparticles

Figure 11.12  Electron micrograph of a Frank-Reed source [9] in single crystalline silicon. Note
the dislocation loops in their different stages of development.

loops meet each other to form a complete dislocation loop and a new line source
between the nodes. The process may then start again. This generation and
movement of dislocations is connected to plastic deformation. Acting Frank-
Reed sources can be visualized using electron microscopy and a typical electron
micrograph is shown in Figure 11.12. Here, two closed dislocation loops and one
that is starting to close can be visualized. The Frank-Reed source shown is in the
micrometer size range. Even when the size of this example source does not fit into
nanoparticles, the geometry and mechanisms are independent of the actual size.

Frank—Reed sources are not usually found in nanoparticles. This situation is more
easily understood if the stresses necessary to activate a Frank—Reed source are
considered, these being:

e
o

where 7 is the shear stress in the plane of the dislocation, G is the shear modulus,
and [ is the distance between the two nodes. The Burgers vector b, which is
characteristic of the type of dislocation and the crystal lattice, has a length of a
few tenths of a nanometer. From Eq. (11.6) it is clear that the shear stress to activate a
Frank—Reed source increases with decreasing distance between the pinning points.
The maximum possible distance between the pinning points is the grain size. Lastly,

(11.6)

this is one of the reasons for increasing strength or hardness with decreasing grain
size as represented by the Hall-Petch relationship. Even when it is assumed that |
may reach the grain size, for nanocrystalline materials the necessary shear stress
exceeds the maximal achievable strength of a technical body. This may be explained
with the following simple estimations. Assuming, the maximal shear strength
Tmax = @G of a polycrystalline specimen is in the range from 107> to 10™*G, and the
Burgers vector is in the range of 10~ ' m, then the minimal size I, of a grain with
an active Frank-Reed source may be estimated by:
lmin = ib = E

Tmax a
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Figure 11.13 Hall-Petch plot of results of dislocations in one grain; below about 10

model calculations on the correlation between  dislocations per grain, the model calculations
yield stress and grain size [10]. The numbers on predict a stepwise increase of the yield stress
the Hall-Petch line indicate the number of with decreasing grain size.

This estimation leads to a minimum grain size for dislocation deformation in the
range from 10 to 100 nm. This result fits well with experimental findings, where
grain sizes in the range between 10 and 50 nm serve as limits for deformation
processes via dislocations. Therefore, as in most nanocrystalline materials, Frank—
Reed sources for dislocation generation are, in many cases, impossible; hence,
deformation of these materials via dislocations is not possible.

Figure 11.13 shows, in a significantly simplified manner and interpretation,
results from model calculations on the interaction of grain size, number of
dislocations in a grain, and yield stress. The boxed numbers indicated in
Figure 11.13 give the numbers of dislocations in one grain. It can be seen easily
that, for down to 10 dislocations, the deviations from the Hall-Petch relationship are
insignificant. However, when examining the scatter found in the experimental data
(as given in Figure 11.8), a clear and significant deviation from the straight line may
be detected at a later point. Interestingly, below about five dislocations in a grain each
reduction in the number of dislocations is accompanied by a step in the yield stress.
These phenomena, which are found in model calculations, cannot be proven
experimentally as in any specimen used for experiments a distribution of grain
sizes will be observed. Hence, it is highly improbable that these steps can be verified.

Experimental results on yield stress and hardness show a decrease in strength at
very small grain sizes. One of the very few experiments where mechanical properties
were measured over a large range of grain sizes is depicted in Figure 11.14, where
the hardness of TiAl with grain sizes between 10 and 1000 nm is shown at 30 and
300 K. Interestingly, for grain sizes above about 20 nm an increase was found in
hardness with decreasing grain size, but below such grain size there was a decrease
in hardness. In the transition range, insufficient data were available for any valid
discussion. (It should be noted that to have more than eight different grain sizes in
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Figure 11.14 Hall-Petch plot of the hardness  as expected according to the Hall-Petch

of TiAl, an intermetallic compound, at 30 and relationship. Below about 20 nm, the hardness
300 K [11]. At both temperatures, there is an decreases with decreasing grain size; this is the
increase in hardness with decreasing grain size, so-called inverse Hall-Petch range.

the range of 10 and 1000nm was a remarkable achievement by these authors.)
Within the range of increasing hardness, the Hall-Petch relationship was fulfilled
quite well, but in the range of the smallest grains an inverse Hall-Petch relationship
following d*> was observed.

The existence of a range with extremely small grains, where the strength or
hardness is decreasing with decreasing grain size, is very general, being found
also in pure metals. Typical examples for copper and palladium are shown in
Figure 11.15, where values of Vickers hardness for grain sizes ranging from 6 to
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Figure 11.15 Vickers hardness of copper and  scattering of the experimental data shows that
palladium as a function of grain size. This Hall- the exponent —0.5 is only an approximation to
Petch plot shows for both metals the inverse the actual correlation [12].

Hall-Petch relationship. The very wide
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25nm are displayed. The decrease in hardness can be seen to follow more or less
distinctly the inverse Hall-Petch relationship, which, for copper, is quite well
fulfilled. However, in the case of palladium the fit was quite poor. Overall, this
indicates that the exponent 0.5 is a quite rough approximation.

This inverse Hall-Petch relationship demands other deformation mechanisms as
discussed above. In conventional materials, at high temperatures — and especially for
ceramics — plastic deformation processes via grain boundary mechanisms are active,
although a few of these processes have been described in the literature. For technical
materials, the most important are the grain boundary deformation processes
described by Nabarro-Herring or Coble. Deformation processes according to
Nabarro—-Herring act via volume diffusion when, under constant stress o, the
deformation rate ¢ is given by:

Dvol
dZ
where Dy, is the volume diffusion coefficient and d is the grain size. The Coble

mechanism uses grain boundary diffusion with the diffusion coefficient Dgp as the
rate-controlling mechanism; hence, the deformation rate is in that case:

(11.7)

&

i o % (11.8)

As arule of thumb, the Nabarro—Herring mechanism acts at higher temperatures,
perhaps close to the melting point, while the Coble mechanism is active at lower
temperatures. Therefore, for nanocrystalline materials, the Nabarro-Herring mech-
anism can be excluded as in the temperature range where this mechanism operates
the nanocrystalline materials are no longer stable and grain growth occurs. When
considering the exponent at the grain size, it is clear that the grain boundary
diffusion mechanism according to Coble has a higher exponent describing the grain
size dependency as compared to the Nabarro—Herring mechanism. In both defor-
mation mechanisms, the shape of the grains will be stretched during deformation;
such behavior is depicted in Figure 11.16, in an idealized manner.

In Figure 11.16 and all subsequent figures, the grains are depicted as hexagons of
equal size. Although extremely idealized; however, this is the configuration best
accessible for the theoreticians. From Eqs. (11.7) and (11.8), it is clear that grain
boundary mechanisms become more prominent for decreasing grain sizes when, as
found in nanomaterials, the contribution derived from the grain boundary processes
is increased. Ashby and Verall [13] added a grain deformation mechanism to
accommodate the grains with their new shapes in their new configuration. Also
in this case, the deformation rate is proportional to d—>. The principle of this
mechanism is depicted in Figure 11.17, which also shows clearly why this defor-
mation mode is called the “grain switching” mechanism.

Chang et al. [14] developed a concise experimental proof of the validity of the
Ashby-Verall process for the deformation process of nanocrystalline intermetallics
by comparing the experimental results of hardness measurements on TiAl with
model calculations. The results of this study are shown in Figure 11.18, where the
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Figure 11.16 Deformation of a material by a grain boundary mechanisms. In an idealized
manner, the grains are depicted as hexagons of equal size. It is important to note (as depicted)
that the numbers and arrangement of the grains remain unchanged.
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S5

Figure 11.17 Deformation of a material by the Ashby—Verall mechanism. Shown here are the
original, intermediary, and final states. The grain size dependency of this mechanism is d>.
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Figure 11.18 Size of the Vickers hardness indentation as a function of the indentation time,
together with the results of model calculations assuming the Ashby—Verall and Coble
mechanisms. In this case, TiAl deformation follows the Ashby—Verall mechanism [14].
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Figure 11.19 Results of molecular dynamic plots assume a dependency of d' (a), d 2 (b),
calculations of the deformation of and d—3 (c). The grain sizes were selected in the
nanocrystalline aluminum as a function of grain  range from 3.15 to 9.46 nm.

size, according to Kadau et al. [15]. The different

size of the Vickers hardness indentation is plotted versus time. The length of the
impression diagonal was selected as the size of the indentation and, for the
theoretical calculations, the models of Coble and Ashby—Verall were used. Subse-
quently, the experimental points were described quite well by the Ashby—Verall
mechanism, whereas the assumption of the Coble process led to a time-dependency
far from experimental reality.

Like the Coble mechanism, the mechanism according to Ashby—Verall is propor-
tional to d~>. Although this mechanism is the most probable for nanocrystalline
materials, molecular dynamics calculations on the deformation of nanocrystalline
aluminum in the size range from 3.15 to 9.46 nm by Kadau et al. [15] did not lead to
any conclusive results on the exponent of the grain size in the range of the inverse
Hall-Petch relationship. The results of these calculations, plotted assuming a grain
size dependency d™", with n=1, 2, and 3, are shown in Figure 11.19a—c., which
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Figure 11.20 Results of model calculations on  grain size of 100 nm. The stress to deform a

the influence of grain size and deformation rate  specimen with 10-nm grain size at a
-1

on the stress—strain diagram of copper. The deformation rate of ¢ = 107> s is so small
general observation is that, as expected that it is no longer visible in this figure. Note the
intuitively, an increasing deformation rate increase in Young's modulus with decreasing
requires higher stresses. Furthermore, the grain size [16].

highest strength is observed at an intermediary

show clearly that all of the plots are equally good or poor, with Figure 11.19c being
the most interesting in this context. Here, fit 1 uses all of the data points, but is worse
compared to the fits in Figure 11.19a and b. However, the fit is perfect when the
experimental point relating to the largest grain size is omitted; clearly, this point is
outside of the size range where the Ashby—Verall mechanism acts.

With decreasing grain size, the influence of the deformation rate becomes
dominant, and this has been experimentally very well proven and described by
many theoretical models. As examples of the results of extensive model calculations,
stress—strain graphs of copper with different grain sizes and deformation rates are
shown in Figure 11.20.

In Figure 11.20, three features are striking. First, the stress necessary for
deformation decreases with decreasing deformation rate; such an observation is
found to be independent of the grain size. Second — and most importantly — there is
no simple correlation between grain size and stress necessary to obtain the same
strain. As might be expected from previous discussions, the maximum stress
necessary for deformation is found at an intermediary grain size of 100 nm (shown
as that blue curve in Figure 11.20). Most important is the stress—strain behavior at a
grain size of 10nm and a deformation rate of 10 °s~'. According to the data in
Figure 11.20, only a very low stress is necessary for deformation, from which the
important conclusion may be drawn that materials consisting of sufficiently small
grains have almost no resistance against slow deformation. In general, this may be
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Figure 11.21 Results of model calculations for the yield stress of copper as a function of grain
size and deformation rate. The grain size where the maximum strength is observed depends on
the deformation rate [16].

considered as a major disadvantage, but it may in fact be used for shaping by plastic
deformation via the application of relatively small forces. The third point, clearly
visible in Figure 11.20, is the increase in Young’s modulus with decreasing
grain size.

Based on the content of Figures 11.14 and 11.15, the result shown in Figure 11.20
was to be expected. Finally, many experimental indications have suggested that there
exists a grain size where strength is maximal and that beyond this grain size the yield
stress is reduced with decreasing grain size. This phenomenon is one of the clear-cut
results of these calculations. The yield stress of nanocrystalline copper as a function
of the grain size and deformation rate is displayed in Figure 11.21, where these
results are from the model calculations performed by Kim et al. [16]. In this graph,
because of the broad range of grain sizes covered in the calculations, a logarithmic
scale was selected as the abscissa and the results confirmed, perfectly, the tendency
of the experimental results as depicted in Figure 11.14.

The calculations leading to Figure 11.21 clarify that a maximum strength is found
with larger grain sizes, when the deformation rate is reduced. Figure 11.21 also
shows that the inverse Hall-Petch effect is limited to a very narrow range of grain
sizes; when the grain size reaches a lower limit, any further reduction of the yield
stress is negligible. This point is of major importance for the near-net-shape forming
of ceramic parts by plastic deformation.

Calculations that led to the graphs depicted in Figures 11.20 and 11.21 also
provided information on the contributions of different mechanisms for deforma-
tion; these contributions as a function of grain size at a strain rate of 10 > s~ " are
shown in Figure 11.22, which also indicates the contributions of dislocation and
grain boundary sliding processes. The contribution of lattice diffusion processes is
so small that it was not plotted. It is important to realize that, at a strain rate of
10°s™", below a grain size of approximately 35nm practically the whole
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Figure 11.22 Contributions of the deformation deformation rate of 107> s, only grain

mode via dislocation and grain boundary boundary processes contribute to deformation
processes for copper as a function of grain size  at grain sizes below approximately 35 nm [16].
and deformation rate. In this example, at a

deformation occurs via grain boundaries. According to these authors, such calcula-
tions reveal that the deformation rates at small grain sizes are related to the grain
boundary surface/volume ratio. A comparison of the results depicted in Figure 11.22
with those in Figure 11.21 reveals that the maximum yield stress is correlated to the
transition between the two deformation mechanisms.

Nanocrystalline bodies are, in thermodynamic terms, far from the minimum of
free enthalpy and consequently the tendency to come closer to equilibrium pro-
motes grain growth. During a deformation process (such as that depicted in
Figure 11.23), the orientation of the grains changes partially by rotation. Assuming
that the orientation of the slip system of neighboring grains is quite similar, then as a
result of such a rotation, it may so happen that their slip systems are almost equally
oriented. As plastic deformation continues, the neighboring grains might rotate in
a way so as to bring their orientation closer together and, as a result, the grain
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Figure 11.23 Neighboring grains with similar  boundaries, opening an additional path for
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orientation of the slip systems may rotate dislocation movement; this results in a
during plastic deformation, leading to an equal  softening of the material. The short arrows
orientation of the grains. This allows the indicate the orientation of the slip system in the

reduction of energy by eliminating the grain grains [17].
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boundaries in between will be eliminated. In this way a new extended path for
dislocation movement is opened, leading to a softening of the material [17]. The
mechanism involved is depicted in Figure 11.23.

11.2.3
Superplasticity

The phenomenon of superplasticity is found especially in connection with small
grain sizes. Superplastic materials allow deformation in tensile tests of a few
hundred percent; indeed, in special cases, deformations of more than 1000%
were found in metals. Although restricted to a certain, material-dependent range
of grain sizes and deformation rates, superplasticity is typically found at around
0.5T,,, where T, is the melting temperature in Kelvin. Superplasticity is observed in
metals, alloys, and ceramic materials. Superplastic specimens neither narrow locally
nor form internal cavities, as both are local sites where fractures start. To date, no
generally accepted theory has been proposed of superplasticity that explains all of the
available experimental results. As with other deformation processes, the deforma-
tion rate of a superplastic specimen can be described by:
n

£ o Z_Z (11.9)

In Eq. (11.9) the stress exponent n is 1 for diffusion and grain boundary processes
or 2 for dislocation processes.

In order to demonstrate superplasticity in nanocrystalline metals, two different
types of material were selected. Figure 11.24 displays the stress—strain curves of
superplastic Ni3Al, an ordered intermetallic compound, and of TigAl,V, an alloy. The
intermetallic compound Ni;Al had a grain size in the range from 80 to 100 nm,
whereas for the TigAl,V alloy the grain size was smaller, in the range of 30-50 nm.
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Figure 11.24 Stress—strain diagram for superplastic Ni;Al [18] and TigAl,V [19]. The large strain,
exceeding 1 (>100%) is remarkable.
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The deformation rate during the experiments displayed in Figure 11.24 was
10 3s

Over a quite narrow range of grain sizes and temperatures, both materials display
mechanical properties that allow plastic deformations of more than 100%. In both
cases, the specimens were produced by the severe plastic deformation of conven-
tional materials. In spite of the essential differences between these two types of
material, their mechanical properties with respect to superplasticity have several
points in common. In both cases, superplasticity of the nanocrystalline material is
observed at lower temperatures as compared to their coarse-grained analogs. In
nanocrystalline metallic materials, superplasticity is often observed at the transition
from dislocation to grain boundary processes for plastic deformation. This is a very
general and very important point. When considering Figures 11.21 and 11.22, it is
apparent that the transition from dislocation to grain boundary processes proceeds,
with decreasing deformation rate, to larger grain sizes. Insofar, these findings are
equivalent, since in both examples shown in Figure 11.24 the temperatures of
superplastic deformation are relatively low and the nanocrystalline structure is
quite stable.

Superplasticity is found not only in metallic materials but also in ceramic
materials, especially in oxides. However, as the ductility of ceramic materials is
significantly lower than that of metals, such huge plastic deformations as are found
in metals would not be expected. In addition, ceramic parts are produced from
powders by a sequence of pressing and sintering such that, unavoidably, fully
densified bodies are not obtained, especially as the pressing behavior of nano-
particulate powders is extremely poor. These poor pressing properties are not
compensated by the excellent sintering behavior of nanoparticulate powders. The
individual pores of residual porosity act as failure points, where cracking starts. This
occurs because, around a flaw, stress concentrations are observed which depend on
the aspect ratio of that flaw. Hence, the strength of a material containing pores is less
than might be expected from a reduction of the bearing cross-section. In fact, the
maximal strength og,,, of a specimen containing flaws of the size ¢ follows the
proportionality:

O flaw O (11.10)

=5

Increasing the size of the flaws necessarily leads to premature cracking, with the
consequences of reduced strain and strength. The successful production of ceramic
specimens exhibiting superplasticity is a reference for excellent abilities in ceramic
technologies. Densities close to theoretical values may be obtained with specimens
produced from submicron powders and these materials have the potential for
superplastic deformation of a few hundred percent.

As a typical example of superplastic ceramics, Figure 11.25 shows a stress—strain
diagram of yttria-doped zirconia. In this example, 5% yttria was added to stabilize
the tetragonal phase of zirconia; otherwise, the material would transform into the
monoclinic phase. The investigations were performed as tensile tests and not (as is
usually done for ceramics) in compression. The density of the material ranged from
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Figure 11.25 Superplastic deformation of under tension. As an elevated temperature was

ZrO; (5wt% Y,03) with grain size in the range  used, unavoidable grain growth was observed
from 45 to 75 nm and densities of about 90%  during the experiments [20].
theoretical density. The tests were performed

84 to 94% of the theoretical density, the grain size ranged from 45 to 75nm, and
sintering was performed at 1420 K. As the testing temperature was not significantly
lower than the sintering temperature, substantial grain growth was observed during
deformation. A process of grain boundary sliding was identified as the deformation
mechanism: In case of these experiments, the deformation was directly connected to
grain growth and a reduction in density.

11.3
Filled Polymer Composites

11.3.1
Particle-Filled Polymers

Filling polymers with nanoparticles or nanorods and nanotubes, respectively, leads
to significant improvements in their mechanical properties. Such improvements
depend heavily on the type of the filler and the way in which the filling is conducted.
The latter point is of special importance, as any specific advantages of a nano-
particulate filler may be lost if the filler forms aggregates, thereby mimicking
the large particles. The stress—strain diagrams of filled polymers are shown in
Figure 11.26, where the least strength is found at the unfilled polymers but, at least
in the idealized case, the strain at rupture is largest. Particulate-filled polymer-based
nanocomposites exhibit a broad range of failure strengths and strains. This depends
on the shape of the filler, particles or platelets, and on the degree of agglomeration.
In this class of material, polymers filled with silicate platelets exhibit excellent
mechanical properties and are of the greatest economic relevance. The larger the
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Figure 11.26 Simplified stress—strain highest potential for high-strength composite

diagrams for different types of nanoparticulate- materials. The stress—strain curves of particle-
filled polymer. Generally, pure polymers exhibit  or platelet-filled nanocomposites lie within in a
the largest strain at rupture and the least broad range between the unfilled and fiber-filled
strength, while fiber-filled polymers have the polymers.

particles of the filler or agglomerates, the poorer are the properties obtained.
Although, potentially, the best composites are those filled with nanofibers or
nanotubes, experience teaches that such composites have the least ductility. On
the other hand, by using carbon nanotubes it is possible to produce composite fibers
with extremely high strength and strain at rupture.

It should be noted that many materials of biologic origin are high-strength
nanocomposites, consisting of a mineral phase bound together by proteins. Typical
examples are bones and nacre (“mother of pearl”), both of which apply well-ordered
inorganic platelets to increase strength. Interestingly, these composites are, to a
large extent, insensitive against flaws [21]. Technical polymer/ceramic nanocompo-
sites may be produced in different ways. The simplest approach is simply to knead
the ceramic powder together with the polymer. However, this does not lead to
isolated particles in the polymer matrix; rather, agglomerates are obtained that are
distributed in the polymer. More advanced processes start with a suspension of the
nanoparticulate powder in a liquid; this may either be a solvent for the polymer or a
liquid precursor compound, such as a monomer. Subsequently, the liquid phase is
either evaporated or polymerized. Processes starting with liquid suspensions lead to
products of the highest quality.

Experimental results indicate that the increase in strength obtained by utilizing a
constant amount of second phase increases with decreasing particle size. This may
occur for either of two reasons:

® The size of the flaws, which are extended under load, is smaller when using
nanoparticles as compared to the application of conventional ceramic powders. In
extending a graph produced by Jordan et al. [22], this situation is shown
schematically in Figure 11.27, where panels (a) and (b) relate to isolated larger
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under load (compare panels (a) and (b)),

or smaller ceramic particles in the polymer matrix, respectively. Clearly, by using
fillers with a smaller grain size the size of the cracks that may occur during
mechanical deformation are also smaller. Therefore, according to Eq. (11.10), a
higher strength might be expected. Such behavior might be expected primarily in
cases where the binding between the polymer matrix and the filler is poor.
However, in most cases, it will be difficult to fill the polymer matrix with isolated
grains; rather, it is to be expected that nanopowders will be introduced as
agglomerates, as shown in Figure 11.27c. Certainly, to some extent, these
agglomerates are filled with the matrix polymer, although most probably this
is not the case and in this situation the agglomerate itself will break. It is highly
probable that the flaw introduced by the broken agglomerate will be smaller than
that in a particle of comparable size. One further essential point is the interaction
of the filler particles with the polymer matrix: when binding is insufficient the
filler particles act as a flaw and not as a strengthening element.

® A higher strength is found in the larger surface of the nanoparticulate filler with
nanoparticle-filled polymers as compared to filling with conventional ceramic
powder. However, this argument is valid only in composites, where the particles
are bound firmly together with the polymer matrix.

Figure 11.28, which displays stress—strain diagrams of pure and filled polyamide-6
(“Perlon”), confirms this intuitive relationship by using experimental data. It is of
interest to note how the strength increases with filling; when silica with a different
particle size was selected as the filler, the composite filled with 17-nm particles
showed a higher strength compared to that filled with 80-nm particles, as might be
expected.

As mentioned above, one essential property of ceramic/polymer nanocomposites
is the interaction between the polymer matrix and the filler particles. In contrast to
Figure 11.28, Figure 11.29 shows experimental results where the filler reduces the
strength and fracture strain. Here, the bonding between the poly(methyl meth-
acrylate) (PMMA) matrix and the alumina filler was clearly insufficient, and
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Figure 11.28 Stress—strain diagram of pure polymer. Filling with nanoparticles improves
and nanoparticulate silica-filled polyamide-6 strength; the influence increases with

nanocomposite. Note that the largest strain and decreasing particle size of the filler [23].
least strength is achieved with the pure

therefore the filler particles acted as flaws. This is an interesting example of a
composite with minimal interfacial interaction between the matrix polymer and the
nanoparticles, as reported by Ash et al. [24]. The data in Figure 11.29 show a
significantly reduced yield stress and, interestingly, an 8-fold increased strain to
failure in composites consisting of PMMA as matrix and 40-nm Al,O; particles as
filler. The results for the composite with 5 wt% filler, which is equivalent to about
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Figure 11.29 Stress—strain diagram of PMMA  rupture when compared to the filled material
in the pure state, and filled with 5wt% alumina  [24]. In this case, the bonding between the
particles. The particle size was 40 nm. In PMMA matrix and the filler was clearly
contrast to expectation, the pure polymer insufficient, and therefore the filler particles
exhibited the highest strength and least strain at acted as flaws.
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1.5 vol% filler content, are shown graphically in Figure 11.29. In addition, in contrast
to the example shown in Figure 11.28, there was a decrease in the Young’s modulus
of the filled material, in contrast to the pure PMMA.

11.3.2
Polymer-Based Nanocomposites Filled with Platelets

Among the most exciting nanocomposites are the polymer/ceramic nanocompo-
sites, where the ceramic phase is platelet-shaped. This type of composite is preferred
in nature and is found in the structure of bones, where it consists of crystallized
mineral platelets of a few nanometers thickness that are bound together with
collagen as the matrix. One prominent example is that of nacre, which exhibits a
“bricks-and-mortar” structure where the thickness of the aragonite bricks is a few
hundred nanometers. Even when nacre does not exhibit a “real” nanostructure,
there are crack-resistant elements in this structure that are essential in order to
understand the properties of these composites and provide direction for further
development. The structure of these composites, consisting of ceramic platelets (the
bricks) and an organic matrix (the mortar), is shown schematically in Figure 11.30a.

Figure 11.30b shows the composite in a maximally deformed state. Here, the flow
of the stresses is marked to demonstrate the stress distribution. The stress was
assumed to be so high that the soft binder in between the ceramic platelets is broken;
however, the bonding between the polymer and ceramic remains intact such that the
part itself is not broken. This simplified model shows that the ceramic structure
carries most of the load, which is transferred via the high-shear zones with relatively
large contact areas between the ceramic platelets. Consequently, the part will break
when the stress reaches a level where either the ceramic platelets will break or, as is

e “IIII
il bl |

direction of deformation

Figure 11.30 Structures of idealized and was already broken. The part itself was not
natural nanocomposites consisting of a broken, as the bonding between the ceramic
binding polymer and a platelet-shaped filler. platelet and binder remained perfect. (c) An

(a) Idealized arrangement of the ceramic electron micrograph of nacre [21], a naturally

building blocks and polymer filler. (b) Flow of  occurring, high-strength nanocomposite, the
stress in a composite according to (a). Here, it structure of which closely approaches that of the
was assumed that the stress was so high that  idealized structure (a). (Reproduced with

the soft binder in between the ceramic platelets permission by the National Academy of Sciences.)
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Figure 11.31 Different variations for the composite, the layers are individualized,
arrangement of filler particles in a defoliated, and the distribution of their
nanocomposite, using particles crystallizing in ~ orientation is random. (c) A nanocomposite
layers as filler. (a) Conventional composite; the  according to (b), but with more or less equally
particles, which consist of stacks of layers, are  oriented platelets; such a structure is very
distributed randomly in the matrix. (b) In this  similar to that of nacre.

more probable, the shear stress between the organic binder and the ceramic filler
leads to debonding [21]. An electron micrograph of such a structure (nacre) is shown
in Figure 11.30c. Clearly, there is not too much idealization in the model structure
shown in Figure 11.30a but, according to the authors, there exists an optimum
aspect ratio of the ceramic bricks that corresponds to the condition that protein and
mineral fail at the same load. However, this design of a platelet-enforced nano-
composite is optimized for only one load direction. When assuming mechanical
loads in directions perpendicular to the platelets, the structure shown in
Figure 11.30a is not necessarily the best. Considerations such as these are of major
importance when discussing the optimal structures of composites with platelet-
shaped fillers.

In order to produce such a platelet/polymer nanocomposite, small particles of
ceramic materials crystallizing in layered structures are applied. The best results are
obtained when these particles are defoliated, which means that larger particles are
split into individual layers. The three fundamental types of man-made nanocom-
posite using platelets as filler are shown in Figure 11.31.

Figure 11.31a shows the conventional type of nanocomposite, where just small
platelet-shaped particles are used. However, more progressive and more successful
types of nanocomposite utilize defoliated particles, which may either be arranged
in random (as shown in Figure 11.31b) or they may be more or less oriented (see
Figure 11.31c). As the latter structure comes close to that of nacre, the best
mechanical properties may be expected as compared to other structures.

Defoliated platelets are obtained from compounds that crystallize in layered
structures. The term “defoliating” means to separate the individual layers of a
layered compound and the process is explained schematically in Figure 11.32 using
a layered silicate (phyllosilicate) as the ceramic starting material.

The layered silicates consist of negatively charged layers (these are gray-colored in
Figure 11.32a) consisting of silicate tetrahedrons and aluminum or magnesium, and
some lithium in varying quantities. These layers are approximately 1 nm thick and
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Figure 11.32 Defoliation of layered silicates to  defoliating, the alkaline ions are exchanged with

produce nanocomposites. (a) Model of a organic molecules carrying equal charges.
layered silicate. This consists of negatively (b) Following exchange of the alkaline ions with
charged silicate layers bonded together with equally charged organic molecules, the crystal

positively charged alkaline ions. For simplicity, ~ defoliates. The individualized layers then
the upper layer is shown transparent. To start ~ become embedded in the polymer matrix.

the distance between two layers is 0.2 nm. The lateral size of the platelets is in the
range of a few hundred nanometers. Depending on their composition, these
silicates are referred to as montmorillonite, hectorite, or saponite. In between these
layers there are positively charged alkaline ions (predominantly sodium); these are
shown as red spheres in Figure 11.32a. In an initial step, these intercalated alkaline
cations are substituted by positively charged organic molecules and this leads to a
swelling of the particle, where the distance between the silicate layers increases from
0.2 to 2-3nm. In a second step, defoliation of the crystal occurs. In addition to
natural-layered silicates, various synthetic forms are currently in use; hence,
synthetic layered silicates such as hydrotalcite are produced in a very pure form.
In contrast to natural phyllosilicates, some synthetic counterparts may also carry
positive charges on the platelets and negative charges on the intercalated ions.

Composites consisting of a polymer matrix and defoliated phyllosilicates exhibit
excellent mechanical and thermal properties and, when developed by Toyota in 1989,
were originally intended for use in the automotive industry. Here, nylon-6 (poly-
caprolactam) was used as the polymer and 5wt% montmorillonite as the layered
silicate. In the meantime, polymer/phyllosilicate nanocomposites have become a
multibillion dollar business and may represent one of the most successful nano-
materials at present. The electron micrographs of some example composites are
shown in Figure 11.33.

A polypropylene/silicate nanocomposite with a 4 wt% montmorillonite addition is
shown in Figure 11.33a. A variety of different features is immediately apparent as
inclusions and one nondefoliated silicate particle is also visible, where the defolia-
tion process is already starting at the ends. The shape of this particle demonstrates
perfectly the process of defoliation. In addition, defoliated single and partly
defoliated double and triple silicate sheets are visible, the lengths of which may
be approximately 150 nm. A near-perfect defoliated specimen of a composite with
5.6 wt% montmorillonite in polystyrene is shown in Figure 11.33b. It is of interest to
note that this is a more or less perfectly oriented composite, at least within the frame
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Figure 11.33 Two typical composites defoliation process is visible on one particle.
consisting of a layered silicate in a polymer (Reproduced with permission by the American
matrix. (a) Nanocomposite with 4 wt% Chemical Society.) (b) A near-perfect 5.6 wt%
montmorillonite as ceramic phase and montmorillonite/polystyrene composite. The

polypropylene as matrix [25]. The distribution of defoliated layers are aligned almost in parallel
the defoliated layers is random. The start of the ~ [26]. (Reproduced with permission by Elsevier.)

of the micrograph. Unfortunately, in this image it is quite difficult to estimate the size
of the silicate sheets, although they may be in the range of a few hundred nanometers.

Figure 11.34 shows the stress—strain diagrams of the nylon-6/montmorillonite
nanocomposite in comparison with the unfilled polymer; these measurements were
all performed at room temperature and 350K. Here, two striking features are
apparent. (i) The silicate-containing nanocomposite exhibits a significantly higher
strength as compared to the unfilled polymer, although at least at room temperature,

80 nylon-6, room temperature
I S IR nylon-6, 350 K
nylon-6, montmorillonite, RT
N R nylon-6, montmorillonite, 350 K
60 ISP T

stress [MPa]

0 0.2 0.4 0.6 0.8 1 1.2
strain Al/l

Figure 11.34 Stress—strain diagrams of pure ~ dramatic increase in strength due to the silicate
nylon-6 and a nylon-6/montmorillonite addition. The higher Young’s modulus of the
nanocomposite, measured at room composite, compared to the pure polymer, is
temperature (RT) and 350 K [27]. Note the clearly apparent.
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Figure 11.35 Heat release rate of pure nylon-6  remarkable. For technical applications (e.g., in
and a nylon-6/5 wt% silicate nanocomposite at  the automotive industry) this is an important
a heat flux of 35 kW m™2. The reduction in safety feature [28].

maximum heat release rate by about 60% is

the maximal strain before the specimen breaks is significantly lower. (ii) The
Young’s modulus of the filled material is, independently of the temperature, higher
than that of the pristine material. The data in Figure 11.34 show that the polymer
matrices filled with layered silicate are stiffer and exhibit a significantly higher
strength as compared to unfilled material. This relatively high strength at elevated
temperatures is of particular importance for uses in automobiles.

A further major property of these composites is equally important, namely that
their flammability is significantly reduced as compared to the pure polymer.
Advantages in this direction are realized in the released heat and maximum
temperature of flames during burning. Heat release during burning is shown
graphically in Figure 11.35, where a specimen of the material was heated at
35kWm % It is clear from the data in Figure 11.35 that, for a nylon-6/5wt%
silicate nanocomposite, the maximal heat release rate is almost one-third that of the
unfilled material. In addition, the maximal flame temperature is reduced, as shown
in Figure 11.36.

The data in Figure 11.36 show clearly that the maximum flame temperature
during a heat input of 35 kW m™? is reduced, from 820 to less than 750 K, and hence
the burning time is extended. The reason for this observed improvement is the
formation of a ceramic insulating layer at the surface that reduces the heat input to
the residual material. The reduced flammability shown in Figures 11.35 and 11.36
represents a safety feature, which is extremely important in the automotive and
aerospace industry.

Polypropylene has many advantages in its processing, but burns very well. Hence,
it would be of great advantage if the addition of layered silicates to polypropylene
would also reduce the heat release rate and improve strength. The experimental
results show that improvements in mechanical properties is less significant than
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Figure 11.36 Maximum flame temperature of pure nylon-6 and a nylon-6/5 wt% silicate
nanocomposite at a heat flux of 35 kW m 2. The temperature maximum is reduced from 820 to
less than 750 K. Again, this is an important safety feature for technical applications [28].

when nylon-6 is used as the matrix material. However, the heat release rate for a
polypropylene filled with 4 wt% layered silicate is shown in Figure 11.37, where the
reduction in heat release rate is much more dramatic than for the composite
containing nylon-6 as the matrix material.

According to the data in Figure 11.37, polypropylene/4 wt% silicate nanocompo-
sites have no higher rate of heat release than do equivalent nanocomposites with
nylon-6 as the matrix. However, while this leads to a much wider variety of materials
for technical applications, the strength of the polypropylene matrix composites is
significantly lower, even when it is improved by the addition of phyllosilicates.
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Figure 11.37 Heat release rate of a polypropylene/4 wt% silicate nanocomposite under a heat
flux of 35 kW m~2. The reduction in maximal heat release rate, from almost 1500 to 330 kW m 2
is remarkable [25].
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11.3.3
Carbon Nanotube- and Graphene-Based Composites

Nanocomposites with carbon nanotubes or graphene as filler are very promising, as
both materials are extremely stiff; the Young’s modulus is around 1 TPa, carbon
nanotubes exhibits a maximum tensile strength close to 30 GPa [29] and graphene
130 GPa [30]. However, these values are under dispute; other authors report Young'’s
moduli for carbon nanotubes in the range from 0.64 to 1.8 TPa. In any case,
whatever the correct values are, carbon nanotubes and graphene are stiffer and
exhibit higher strength than any other material available in large quantities for
reasonable prices. Additionally, it is not too difficult to distribute carbon nanotubes
or graphene in a polymer matrix. This makes these composites a highly promising
class of materials. At present, the technical realization is heading in two different
directions: (i) composites with relatively small additions of nanotubes or graphene
sheets and (ii) especially in the case of nanotubes, materials where the binding
polymer is the minor phase.

The stress—strain diagrams for composites with polypropylene as the matrix and
the addition of 0-5wt% single-wall carbon nanotubes are shown in Figure 11.38
[31]. These specimens were fibers with a diameter of 1.6 mm. Figure 11.38 exhibits
several interesting features, notably that the addition of 1wt% single-wall carbon
nanotubes (which is equivalent to about 0.75 vol%) increases the Young’s modulus
and strength by more than a factor of 2, while the maximum strain is almost
unchanged. This indicates a dramatic improvement in the fiber's mechanical
properties, with higher single-wall carbon nanotube concentrations leading to
increasing strength and Young’s moduli. While in terms of Young’s modulus
such an increase is not dramatic, the further increase in strength to values of

20 —{PP - SWNT composite
—0wt% 3 wt% /
— 1wt ——4wt%
15F —2wWt% 5 wt%
— —
©
s //
=3 /
o 10 —
g //
1]
5 7
/
0
0 0.005 0.01 0.015 0.02
strain Al/l
Figure 11.38 Stress—strain diagrams of Young's modulus increase dramatically with the
polypropylene/single-wall nanotube (SWNT) addition of single-wall nanotubes. However, the

composites compared to a pure polypropylene  addition of more than 4 wt% single-wall
fiber. Remarkably, not only the strength but also nanotubes has only a minor influence [31].
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Figure 11.39 Scanning electron micrograph of ~axis. This micrograph also shows that the

a strand consisting of single- and double-wall nanotubes are not simply straight, but rather
nanotubes. Note that the fibers are more or less are bent in different directions [32].
perfectly aligned in the direction of the fiber (Reproduced with permission by Elsevier.)

18 MPa is of great interest with regard to technical applications and especially as the
strain to rupture is barely influenced. The addition of more than 4 wt% single-wall
carbon nanotubes appears to be of minimal value, as the mechanical properties are
not significantly influenced beyond this point.

Remarkably higher strengths and Young’s moduli may be obtained with strands
of carbon nanotubes. For example, Li et al. [32] produced such strands with lengths
of up to a few centimeters, and consisting of single- and double-wall nanotubes. The
strand diameter ranged from 3 to 20 um and a typical scanning electron microscopy
image of such a strand is shown in Figure 11.39. This micrograph not only shows
clearly that the strand is composed of many individual nanotubes, but also indicates
that the nanotubes, although not perfectly aligned, are to a large extent oriented in
the direction of the strand. In order to produce such a strand it was not necessary to
apply any polymer as binder.

The carbon nanotube strands exhibit interesting mechanical properties. For
example, Figure 11.40 shows a typical stress—strain diagram obtained with such
a strand as depicted in Figure 11.39, with a length of 5 mm and a diameter of 5 pm.
The maximum strength of 1.2GPa and the Young’s modulus of 16GPa are
remarkably high values. The stress—strain diagram shown in Figure 11.40 highlights
three distinct regions. The first region is characterized by a relatively small value of
stress/strain, which may be caused by settling phenomena in the interaction with
the tensile apparatus. The following linear range, denoted by a green straight line,
may be used to determine Young’s modulus. Finally, at about 0.9 GPa, a decrease in
the slope of the stress—strain curve is observed; this may be caused by nonlinear
elastic behavior of the nanotubes or, more probably, by slippage between the aligned
nanotubes and the fracture of a small number. The details of this mechanism are
supported by scanning electron microscopy images.
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Figure 11.40 Stress—strain diagram of a strand this may be caused by settling phenomena in

consisting of single- and double-wall the interaction with the tensile apparatus. The
nanotubes. The specimen was 5 mm long, with  Young’s modulus should be calculated from the
a diameter of 5 um. The first region is second, linear range, indicated in green

characterized by a reduced stress/strain ratio;  color [32].

Even higher strength and huge strains were obtained by Dalton et al. [33] with
single-wall carbon nanotube composites bound together by an interphase region
consisting of polyvinyl alcohol forming a coating on the nanotubes. The stress—
strain diagram of such a composite specimen, produced in lengths up to 100 m and
with a diameter of 50 um, is shown in Figure 11.41. In Figure 11.41, for comparison,
the authors included a stress—strain diagram for spider silk — the fiber known to have
the greatest strength among natural products.

2
1.6 /
£ 12
o - /
0 —— SWNT composite fiber
g 0.8 — spider silk
3 //
0.4
0
0 0.2 0.4 0.6 0.8 1 1.2

strain Al/l

Figure 11.41 Stress—strain diagram of a single- specimen was 50 um; the nanotubes content
wall nanotube (SWNT) fiber, bound together was 60 wt%. The stress—strain diagram of
with polyvinyl alcohol at the surface of the spider silk is provided for comparison [33].
carbon nanotubes. The diameter of the tensile
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Figure 11.42 Stress—strain diagrams of polyimide films with a thickness of 0.1 mm filled with
different amounts of graphene oxide (GO) flakes [34].

The data in Figure 11.41 show that this SWNT nanocomposite, which consists of
60wt% nanotubes, has an ultimate strength of 1.8 GPa, the Young’s modulus is
80 GPa, and the yield stress is approximately 0.7 GPa. Of particular interest is the
huge plastic deformation that occurs after the yield stress is reached; this deforma-
tion, which resembles superplasticity, is possible because these fibers do not develop
any necking. It may be assumed that slippage between the individual nanotubes
within the fiber might contribute to this large plastic deformation. The mechanism
involved may be essentially the same as for plastic deformation, as assumed for the
material depicted in Figures 11.39 and 11.40. The ultimate stress of such a
composite is 2- or 3-fold that of an average steel and lies within the range of values
found in the very best quality steel wires.

The addition of graphene to improve the strength of a polymer shows first very
promising results. In particular, graphene oxide plates, which have the advantage of
forming good bonding to the surrounding polymer, deliver optimal results. In a
most successful application, graphene oxide synthesized by functionalization of the
surface to make the sheets hydrophilic was incorporated into a polyimide polymer
film by in situ polymerization. The resulting film has a thickness of 0.1 mm. The
amount of graphene oxide was varied up to 4wt%. Figure 11.42 displays stress—
strain diagrams obtained from these films, in comparison with an unfilled pure
polymer film [34].

The addition of graphene oxide to polyimide to obtain composites lead to a
material of high strength. The highest strength was obtained by adding 3 wt%;
higher additions reduced the strength. This is a similar phenomenon as was found
for carbon nanotubes (see Figure 11.32). The maximal strength of about 800 MPa is
about 40 times higher than the best values obtained with additions of the same
amount of carbon nanotubes to a polymer. Compared with the unfilled polyimide,
the increase of the strength is 10-fold; an even higher increase is observed for the



Young’s modulus. However, in contrast to the carbon nanotube composite, in the
case of graphene addition, the maximal strain is reduced significantly, as compared
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with the unfilled material. These first results are extremely promising.
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12
Characterization of Nanomaterials

12.1
General Remarks

When considering characterization methods, it is very important to distinguish
between methods that deliver values averaged over a large ensemble of particles and
those that provide information about one or a limited number of particles. The most
important among the latter group of methods are those that are microscopic in
nature. The behavior of nanomaterials is controlled by their global properties, which
provide indications of how an ensemble behaves. However, in order to understand
why an ensemble behaves in a certain way, it is necessary to utilize microscopic
methods.

12.2
Global Methods for Characterization

12.2.1
Specific Surface Area

As each particle is characterized by its surface, and the surface is directly related to
the particle size, then measuring the surface will provide an indication on particle
size and the state of agglomeration. The specific surface A (here, in contrast to the
rule used in previous chapters, capital letters denote quantities per gram) is usually
given per gram and is the number of particles per gram multiplied by the surface
area per particle. Assuming a spherical particle, A is given by:

A 6 o 6

= adt = — 12.1
ad’p dp ( )

where d is the particle diameter and p is the material density. In this context, the
geometrical surface is considered and not the surface-influenced volume, as it is
used with respect to physical properties (see also Chapter 3). In addition, Eq. (12.1)
shows that any statement on particle size (more generally speaking, on an individual
property) requires assumptions to be made about the particle shape.

Nanomaterials: An Introduction to Synthesis, Properties and Applications, Second Edition. Dieter Vollath.
© 2013 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2013 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Figure 12.1 Specific surface of spherical alumina particles as a function of the particle size (a
reduction of the surface due to clustering was not assumed).

Assuming spherical particles, Figure 12.1 displays the specific surface (in m? g ™)
for alumina. (Although m” g~ is not a ST unit, it will be used in this context, because
it is the only unit generally accepted for specific surfaces.) In this case, a density of
3.5 x 10°kgm > was assumed. Even when the assumption of a constant density
over the whole range of particle sizes is possibly not correct, Figure 12.1 provides at
least an insight into the surfaces of the nanoparticle. Certainly, clusters of particles
necessarily have smaller surfaces and the ratio of the expected surface over the
measured surface indicates the degree of clustering.

Provided that it is possible to cover the surface of a specimen with a well-defined
number of gas molecules N, which is proportional to the surface, in the case of a
monolayer, the surface of a specimen is given by:

A= Nay (12.2)

where ay is the area covered by one gas molecule. Equation (12.2) assumes that,
between the particle surface and the gas molecules, there are attractive forces that
overcome any disordering effects of thermal motion. Such an attractive interaction
results from the van der Waal’s interaction. This process is called physisorption; when
there is chemical interaction between the surface and the adsorbate, the process is
known as chemisorption. The limit between physisorption and chemisorption is
defined, somewhat arbitrarily, at an enthalpy of interaction of approximately
50 kJ mol ™.

Brunauer et al. [1] first described a method to measure the specific surface of
powders by gas adsorption at the surface, and this is now used as the standard
procedure to determine specific surfaces. This so-called BET method is named after
the first letters of the names of its inventors (Brunauer, Emmett, and Teller). The
BET theory is based on the Langmuir adsorption isotherm but, more realistically, is
expanded beyond monolayer coverage. Langmuir assumes that at a surface there is a
fixed number of possible sites for gas adsorption; additionally — and this is very
important — a further layer of gas molecules is not allowed until all possible sites for
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the first layer are occupied. To derive Langmuir’s formula for adsorption, one starts
with the following reaction:

Mg+ V—->N-V (12.3)

where Mg is the quantity of gas to be adsorbed, N is the number of possible sites
for adsorption, and V is the number of vacant site for adsorption at the surface.
Equation (12.3) assumes that there is no interaction between the adsorbed molecules
and that the reaction is not influenced by the coverage, or the enthalpy of adsorption is
independent of the coverage. The equilibrium constant K of Eq. (12.3) is:

N-V
K=
VMg

(12.4)

The relative amount of adsorbate is ® = (N — V) /N and the number of adsorbed
gas molecules Mg is proportional to the gas pressure p; therefore, one may assume
Mg = ap. The number of vacancies is V = N(1 — @); hence, one obtains for the
equilibrium constant:

e} o
K=——— ormodified b=—"— 12.5
(i~ O (i-op 123

The amount of gas adsorbed at the surface is experimentally accessible; therefore,

the following expression derived from Eq. (12.5) is used:

bp
— 12.
1+bp (126)
Equation (12.6) is the famous Langmuir adsorption isotherm. For large values of
the gas pressure p, © approaches asymptotically 1. This is independent of the
temperature. The factor b is determined by measuring the adsorption isotherm at
different temperatures; it is a function of the enthalpy of adsorption AH,q;:

b= exp (AHm) (12.7)

RT

where R is the molar gas constant and T is the temperature. From Eq. (12.7) it is
obvious that b increases with decreasing temperature. To obtain the asymptotic value
of @ itis advised that these measurements be made, if possible, at low temperatures.
In most cases, nitrogen is selected as the adsorbate and therefore it is not too difficult
to make the measurements at the temperature of boiling nitrogen. Figure 12.2
displays Langmuir’s adsorption isotherms for different values of the temperature-
dependent equilibrium constant b. Figure 12.2 also demonstrates, drastically, the
advantage of applying low temperatures for adsorption measurements.

At first glance, Eq. (12.6) seems to be ready for evaluation and for determining
specific areas. However, one of the crucial assumptions — the adsorption of one
complete monolayer — is a too far-reaching simplification. Brunauer et al. [1]
expanded Langmuir’s theory of adsorption isotherms by taking the possibility of
multiple layers of adsorbed gas atoms into account. As did Langmuir, these authors
assumed that there is no interaction between the layers of adsorbed molecules and,
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Figure 12.2 Langmuir's adsorption isotherm temperatures, it is easier to obtain saturation;
as a function of the gas pressure. Decreasing hence, adsorption experiments are performed
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most importantly, that Langmuir’s theory is applicable to each layer. Equation (12.8)
displays the series of reactions assumed for the BET process:

MG + VS — L]
Mg+ Vn — L
MG + VL2 — L3 (128)

where Vg represents a vacancy of the adsorbed layer at the surface and Vi; represents
a vacancy in the ith layer L; of adsorbed molecules. The situation represented by the
reaction in Eq. (12.8) is shown in Figure 12.3.

After some mathematical manipulation, the BET isotherm is given by:

e

o — Po (12.9)

(-l-a-o)

(For details of the lengthy derivation of this formula, please consult a textbook on
physical chemistry.) Figure 12.4 shows the coverage @ as a function of the ratio p/p,
for different values of the BET constant c.

18t layer 2 layer

3 layer
surface

Figure 12.3 Assumption of Brunauer et al. [1] about the adsorbed layers at a surface. Basically,
these authors assumed a multilayer system, without the need to form completely filled layers.
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Figure 12.4 Coverage of surface according to Brunauer et al. [1] as a function of the pressure
ratio p/po. The parameter for the curves is the BET constant c.

In Eq. (12.9), p is the gas pressure, p, is the saturation pressure of the adsorbate,
and @ is now defined as the ratio ® = N,gs/ Nmono, the ratio of the total number of
adsorbed molecules over the number of molecules in the monolayer Nyono (first
layer). Therefore, ® may achieve values larger than 1. In a first approximation the
BET constant ¢ is given by:

AI_Iads)

exp(

B RT ) (AHu — AHy,

c Afp) exp< RT (12.10)
exp| —r

where AH,,, is the enthalpy of vaporization of the adsorbate. For AH,gs 3> AHyqp
leading to large values of ¢, the BET isotherm degenerates to @|,_,., = 1/(1 — p/p,)-
Lastly, this is again Langmuir’s adsorption isotherm and is observed when the
adsorption to the surface is significantly stronger than the condensation to the liquid.
This case is found if an unreactive gas, such as nitrogen or krypton, is adsorbed at a
polar surface.

Experimentally, the coverage is measured by determining the amount of gas
adsorbed at the surface. Measuring the gas volumes in adsorption or desorption
should lead to comparable results. The BET isotherm describes physical reality for a
coverage O in the range from approximately 0.8 to 2 very well and the pressure range
of validity is restricted from 0.05 < p/po < 0.35. Even when that range is quite
limited, it is large enough to obtain reliable experimental results. To evaluate BET
experiments, one plots the BET function:

P
BET function = — 10 = ! (12.11)

Vads ( - £) Vads (& - >
bo p

in the appropriate pressure region versus p/po, where V,q4s is the volume of the
adsorbed gas, and Vipono = cVaas the amount of gas adsorbed at the surface in one
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Figure 12.5 BET function according to Eq. (12.12) plotted versus the pressure ratio p/po. The
parameter for the curves is the BET constant ¢; for Vion0 a value of 10 was selected.

monolayer. This plot gives a straight line, as shown in Figure 12.5 for the data
calculated in Figure 12.4.

According to the BET theory, the axis intercepts in this plot give the parameter for
the surface. Using p < p, and ¢ > 1 one obtains (for the detailed mathematics, the
reader is referred to a higher-level textbook of physical chemistry):

-1 1
BET function = £ -©
Po cVmono  €Vmono

(12.12)

Plotting the BET function versus p/po gives the searched information. The
intercept of the straight line defined by Eq. (12.12) with the ordinate at p/po=0,
gives 1/Viono, the amount of gas adsorbed at the surface in one monolayer, the
slope (¢ — 1)/(¢Vmono) may be used to calculate the BET constant c.

The BET experiment delivers the amount of gas adsorbed at the surface. The
surface area of the material is calculated from the number of gas molecules in a
monolayer at the surface Ns = (Vs/Vy)Na, where Vs is the gas volume adsorbed at
the surface and Vy is the volume of 1 mol of gas, both under standard temperature
and pressure conditions, and N, is Avogadro’s number (also called Loschmidt’s
number). The specific surface of a specimen A with the weight m is then given by:

Nsam
m

A

(12.13)

where ay; is the area covered by one molecule; in the case of nitrogen, this value is
0.158 nm”.

Technically, many powders with huge surface areas are produced and some
examples are listed in Table 12.1. In the case of nanoparticles, the values of the
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Table 12.1 BET surfaces and surface per unit volume of different commercial nanopowders.

Material (Manufacturer) BET surface Surface per unit Composition
(m*g™ volume (m? cm™3%)?

AEROSIL™ 90 (Degussa) 90415 200 Si0,

HDK"™ T40 (Wacker Chemie) 400 £ 40 880 Sio,

AEROXIDE™ Alu C (Degussa) 100 +15 400 ALOs

AEROXIDE"™ TiO,P25 (Degussa) 5015 200 TiO,

VP Zirkonoxid 3-YSZ (Degussa) 60 £+ 15 340 Z10,/Y,0;

NanoTek™ indium tin oxide 30-60 330 In,0;/Sn0,

(Nanophase Technologies) 90:10 wt%

NANOCAT®™ SFIO (MACH I about 250 1300 Fe,0;

a) Roughly estimated values.

specific surface areas range from 45 to 400 m” g~ '. However, in interpreting these
values great care must be taken as they are related to a constant weight and not to a
certain volume of material. Values of the surface per square centimeter are listed in
Table 12.1. The densities used for calculation are those of bulk material, which is a
rough approximation. Among the examples shown in Table 12.1, the NANOCAT®™
SFIO iron oxide is the most finely dispersed powder.

If an attempt is made to correlate particle sizes with BET surfaces, it becomes
apparent that, in most cases, the experimentally determined surface is significantly
smaller than that calculated using Eq. (12.1). The reason behind this phenomenon is
the clustering of the particles.

123
X-Ray and Electron Diffraction

Both X-ray and electron diffraction techniques are used to study the crystal structure
of specimens, and it is also possible to obtain information on the particle size in this
way. The physical background of diffraction is found in the wave nature of electrons
and X-rays. Provided that these waves are in an appropriate range of wavelength
relative to the lattice structure of the specimen, a diffraction pattern is obtained that
is typical of the material in question. However, when considering nanocrystalline
materials, the diffraction lines may be so much broadened that an unequivocal
assignment to a certain structure is impossible. Typical of this problem is the
differentiation between cubic and tetragonal phases; therefore, great care must be
taken in the interpretation of diffraction patterns of nanoparticles.

Diffraction experiments may be conducted in transmission, usually in electron
diffraction, orinreflection, as used primarily in X-ray diffraction techniques. The basic
principles of diffraction on a three-dimensional lattice are shown in Figure 12.6, where
the incoming waves are scattered at each atom in the lattice of the specimen. The
scattered waves form a spherical wave that interferes and the interference pattern thus
formed carries the information about the arrangement of atoms in the lattice.
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Figure 12.6 Basic geometry of diffraction. The waves incoming under an angle of 6 against the
surface are reflected at the same angle. Between two consecutive lattice planes, the “reflected”
waves have a phase difference of 26.

When examining the incoming wave (as represented by their path in Figure 12.6),
a difference becomes apparent in the path length between the wave scattered in the
zeroth lattice plane, representing the plane directly at the surface, and the wave
scattered in the first plane. The difference in the path length 0 is a function of
the distance between the lattice planes d and the angle between the incoming wave
and the lattice planes 6. This path difference is 6 = dsin 6. The scattered wave,
leaving the specimen under the same angle, has the same difference in path length
and therefore the total difference of the path length is Oy = 2d sin 6. The path
difference between the zeroth and the second plane is, therefore, exactly doubled;
more generally, the difference of the path length to the nth plane is 2nd. An
interference maximum is observed when the difference in the path length is exactly
an integer multiple of the wavelength. This may be the path difference between two
parallel adjacent lattice planes or between planes in the distance nd. This leads to the
condition for an interference maximum:

nA =2dsinf, n=1,23,... (12.14)

where d is the distance between two arbitrary planes in the lattice and #» is the order
of the diffraction line.

In order to understand the appearance of complex diffraction patterns, it is
necessary to explain the geometry and the notations in crystallography. This
explanation uses the simplest case of a primitive cubic lattice, but for more details
the use of more specialized books on diffraction techniques and crystallography
is advised. Figure 12.7 shows a cubic cell and three lattice planes indicated in blue;
the lattice planes are denoted by Miller indices.

z| (001)

Figure 12.7 Lattice planes in a cubic lattice. These planes are characterized by their Miller
indices.
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Figure 12.8 Miller indices of some lattice planes in a cubic structure.

The Miller indices are the reciprocal values of the intercept of the lattice planes with
the axes of the coordinate system. The coordinate system is normalized in such a
way that it achieves the value 1 at the lattice constant a. Generally, one uses the letters
h for the value in the x direction, k in the y direction, and ! in the z direction. Due to
this normalization, Miller indices are integers and they are written in round brackets
(hkl). The minus sign for negative values is written above the number. Figure 12.8
displays three cases of lattice planes with nonelementary indices. In the first case,
the intercept of the lattice plane in question is at z = 0.5 and therefore, the Miller
indices are (002). Similarly, in the second case (120) and in the third case, the
intercepts between the lattice plane and the coordinate systems are at x =y =1,
z = —1. Therefore, the Miller indices are (111).

In a cubic lattice, the spacing of two lattice planes with the indices (hkl) and the
lattice constant a is given by:

a

Ay = ——————= (12.15)
(hkl) (hz + kz + 12)0.5
Using Eq. (12.15), the interference condition becomes:
m=2——2___sing (12.16)

(hz + kz + 12)045

where, again, n is the order of the diffraction line. To avoid too-large numbers for the
Miller indices, conventionally one incorporates the order of diffraction into the
indices in the following way:

2 2
u esinf=—— " ___sing (12.17)
(nzh2 +n2k? + nle) ' n? (hz + K+ lz) ’

This equation allows one to calculate the lattice constant a and the hkl values from
diffraction patterns. The next question is directed to the angular resolution. This is
important, because sometimes (e.g., in order to differentiate between cubic and
tetragonal phases) it is essential to measure small differences. This means that one
must seek the conditions where the expression:

od

00 = maximum

d
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is fulfilled. Simple calculations show that maximal resolution goes with cot 6. In
other words: one obtains maximal resolution by selecting experimental conditions
leading to a diffraction angle close to 180° or 7. As in electron diffraction, the
diffraction angles usually are extremely small; this must be interpreted as
instruction to seek diffraction lines at the maximum possible diffraction angle
0. According to Eq. (12.17), this corresponds to lattice planes with small values of
d, although it must be borne in mind that the intensity of diffraction lines at
higher angles, usually, is very small. This creates, especially in the case of
nanoparticles, severe problems as the diffraction patterns of small particles
usually are connected to low intensities.

Figure 12.9 displays a typical application; this demonstrates grain growth and phase
transformation in nanoparticulate titania during annealing. In the “as-produced”
state, the particle size is in the range between 2 and 3 nm. Even when the specimen is
crystallized, the X-ray diffraction spectrum shows, because of the particle size-
dependent line broadening, just a broad shoulder in the range where the intensive
diffraction line of the anatase phase is expected. With increasing annealing tempera-
ture, resulting in an increased particle size, the diffraction peaks become more
pronounced. Additionally, after annealing at 873K new diffraction lines appear
that indicate the onset of a phase transformation from the anatase to the rutile phase.
At the maximum annealing temperature, 1273 K, the diffraction lines of rutile (now
the only ones) are very sharp, indicating large particle sizes of the rutile phase.

The example shown in Figure 12.9 intuitively suggests the possibility of particle
size measurement by analysis of the width of the diffraction lines. In fact, this is a
topic of broad research in the physics of X-ray diffraction. The first approach to this

Annealing
l temperature
e s bl 1273k
K f il - 1073 K
2
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& . 873K
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diffraction angle 26

Figure 12.9 X-ray diffraction pattern from an annealing experiment. The measurements were
performed at room temperature after annealing for 6 h. At 1273 K the annealing time was 20 h [2].
(Reproduced with permission by the American Institute of Physics.)
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problem by Scherrer has, until now, been the most useful, even when, in the original
report, some correction factors were not taken into account [3]. The famous Scherrer
formula is:

KA

= hcos0 (12.18)

where D is the crystallite size vertical to the analyzed lattice plane with the Miller
indices (hkl). In this context, extreme care must be taken as the particle may be larger
since it might be an agglomerate of many crystallites. The quantity 6 is the
diffraction angle and b is the width of the diffraction line at half intensity (in a
260-intensity plot). The constant factor « depends on the crystal structure and
habitus, and is found to be in the range between 0.89 and 1.39. For cubic materials,
a value of 0.94 is often selected. A is the wavelength of the X-rays applied in the
experiment. Equation (12.18) may be rewritten as:

KA

[ — 12.19
Dcos® ( )

Equation (12.19) shows that, in order to avoid broad lines, the wavelength ) used for
the analysis should be selected as short as possible. Lastly, this proportionality of the
linewidth with the wavelength is the reason why electron diffraction, which uses
significantly shorter wavelengths, gives better results in the case of extremely small
particles (e.g., using 100-keV electrons, the wavelength is 3.7 x 10~ nm compared
with 1.54 x 107! nm for CuKa; X-rays, the most used type). In the case of small
nanoparticles, the determination of the linewidth b is not problematic. When the
particle size comes into the range of 100 nm and more, the instrumental influences
on the linewidth must be taken into account. The instrumental line broadening,
determined at perfectly crystallized coarse-grained material is — as a simplest
assumption — subtracted from the measured linewidth to obtain the linewidth
for crystallite determination. The crystallite sizes determined from the diffraction
profiles shown in Figure 12.9 are displayed in Figure 12.10.
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Figure 12.10 Size of titania particles determined by application of the Scherrer formula from the
X-ray diffraction patterns displayed in Figure 12.9 [2].
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In the examples shown in Figures 12.9 and 12.10, the interpretation was not too
difficult. However, the situation is significantly more confusing in the case of
tetragonal—cubic transformations. Owing to the broad diffraction lines, it is often
(perhaps in most cases) not possible to decide unequivocally if the structure is cubic
or tetragonal, or if there is a superposition of the spectra of both structures. As an
example, this problem is faced in the case of zirconia or BaTiO;, but a decisive
statement based on diffraction data alone is impossible in such cases. Additional
information that is helpful may be obtained from density measurements or
extended X-ray absorption fine structure (EXAFS) results. A typical example is
depicted in Figure 12.11.

Figure 12.11 displays the (200) and (002) diffraction lines of tetragonal
BaTiO; as a function of the annealing temperature, which is correlated to
the particle size. In the case of the highest annealing temperature, leading to
the largest particles, the two diffraction lines of the tetragonal phase are clearly
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Figure 12.11 The (200) and (002) diffraction  temperatures, it was not entirely clear whether
lines of tetragonal BaTiO3 annealed at different  the specimen consisted of the tetragonal, the
temperatures. The two diffraction lines are well ~ cubic phase, or a mixture of both [4].
separated after annealing at 1000 °C. At lower  (Reproduced with permission by Elsevier.)
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visible. However, with decreasing annealing temperature the separation of the
two lines becomes poorer; this is caused by the increasing width of the
diffraction lines. In any case, the slight asymmetric line profile indicated
the presence of the tetragonal phase, as the (002) peak has about double
the intensity of the (200) peak. Additionally, it cannot be excluded that in the
range of the small particles, and low annealing temperature, a significant
fraction of the material remained cubic. A detailed analysis of the line profile by
the authors led to the conclusion that there should be a content of both phases;
however, a clear result was not achieved.

When comparing X-ray diffraction and electron diffraction, there is one
essential difference — X-rays applied for structural analyses usually are in wave-
length range between 0.05 and 0.22nm, although most common is the use of
CuKa radiation with a wavelength of 0.154nm. In order to obtain optimal
conditions for analysis of the linewidth with respect to particle size, the applica-
tion of a monochromator is often recommended. In the case of electron diffrac-
tion, the energy of the electrons is selected to be in a range from 100 to 200 keV.
This is equivalent to a wavelength range from 2.5x10* to 3.7 x 10 > nm.
Additionally, electron diffraction is based on registration with photo plates or
CCDs (charge-coupled devices), whereas X-ray diffraction applies goniometer
readings, as depicted in Figures 12.9 and 12.11.

A typical electron diffraction pattern of nanoparticles, together with the
corresponding electron micrographs, is shown in Figure 12.12. These micro-
graphs and diffraction patterns are taken from the same study as in Figures
12.9 and 12.10. In Figure 12.12a, the powder is seen in the as-produced state,
with particle sizes ranging from 2 to 3nm. For easier observation, some of the
particles are highlighted. In contrast to the X-ray diffraction spectrum displayed
in Figure 12.9, where only one weak shoulder is visible, the electron diffraction
pattern in Figure 12.12b shows six clearly visible lines; this is a quite often-
observed phenomenon in that, especially for small particles, electron diffraction
patterns show more detail as compared to X-ray diffraction patterns. In
connection with the electron diffraction pattern, the theoretically expected
diffraction pattern is also shown. Figure 12.12c shows the same specimen
after annealing at 873 K; this specimen now consists of a mixture of the anatase
and rutile phases. The process of grain growth during annealing led to a
relatively broad particle size distribution in the range from 5 to 20 nm, with a
majority of the particles found in the range below 10 nm. As the intensity of the
diffraction lines is weighted by the particle volume, the average particle size
determined by X-ray diffraction was 13 nm.

The electron diffraction pattern displays an additional interesting feature, namely
that small bright spots can be seen within the diffraction rings. These spots stem
from a limited number of larger particles that give diffraction patterns of that high
intensity. It should be noted that the uniform rings come from a large number of
randomly oriented particles. However, one large particle provides only one set of
diffraction points; a series of larger particles in the electron beam results in spotted
rings, as shown in Figure 12.12d.
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Anatase
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Rutile

Figure 12.12  Morphology and electron the significant grain growth; the relatively
diffraction pattern of titania in the as-produced  narrow size distribution visible in (a) has also
state and after annealing at 873 K [2]. become broad. (d) Electron diffraction pattern
(a) Powder in the as-produced state; some of  of the specimen displayed in (c). As annealing
the grains are highlighted to show their real led to grain growth, the diffraction lines became
dimensions. (b) Electron diffraction pattern of  more intense and clearer. A few exaggerated
the material displayed in (a). Note the very grown particles also gave rise to a diffraction
broad and weak lines that are typical of small pattern consisting of isolated points.

grain sizes. The diffraction pattern fits onlyto  (Reproduced with permission by the American
the anatase state. (c) The same powder as Institute of Physics.)

shown in (a), but after annealing at 873 K. Note

Today, many instruments have the ability to focus the electron beam used for
diffraction to such a large extent that it is possible to obtain the diffraction pattern of
one particle only. An example of this technique, known as selected area diffraction
(SAD), is shown in Figure 12.13. Figure 12.13a shows an electron micrograph of a
CuFe,0, platelet, a ferrite that crystallizes in the cubic spinel structure, while
Figure 12.13b shows an electron diffraction pattern of exactly this particle. This
precise correlation is important when determining the crystal structure.



12.4 Electron Microscopy |349

B 1 . i e
\'Il.-» ¥ L

4

27 yul

Figure 12.13 Micrograph of a CuFe,O, platelet The numbers indicate the lattice plane

and its electron diffraction pattern [5]. (a) An belonging to the diffraction signal. (Reproduced
electron micrograph of the platelet. (b) An with permission by Elsevier.)

electron diffraction pattern of the same particle.

12.4
Electron Microscopy

12.4.1
General Considerations

In order to study the shape, size, and structure of nanoparticles, electron microscopy
is the best-suited technique. Today, however, as electron microscopy is considered a
broad science in its own right, within this chapter we will outline only a few basic
facts, aiming to avoid the impression that simply by reading these few pages it would
be possible to interpret electron micrographs. Electron microscopy is, indeed, a task
for “specialists.”

Roughly speaking, electron microscopy functions like optical microscopy,
except that the difference is simply the application of electron waves instead
of electromagnetic waves. Both types of microscope consist of an illumination
system, a specimen holder, an objective system followed by a projection system,
and finally a registration device. The latter may be either a photographic plate or
an electronic camera system. The need to change from optical microscopy to
electron microscopy lies in the length of the applied waves. According to Abbe, the
minimum feature that can be seen with a conventional optical system is limited by
diffraction to approximately the half of the applied wavelength. In other words, it
is impossible to resolve structural details smaller than half of the wavelength.
Nowadays, optical microscopes come close to the theoretical possible values of the
resolution, but in technical reality in electron microscopes this resolution limit is
by far not achieved.

The resolution of an optical system is limited by the numerical aperture (Na),
which is, in a good approximation, the ratio of the radius of the lens (which usually is
limited by an aperture diaphragm) over the focal distance. For practical purposes,
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one considers the minimum distance x.,;, of two points that are separated in
the image:
Xomin = NLA (12.20)

Equation (12.20) states that the distance of two points that are distinguishable in
the image plane decreases with increasing value of the numerical aperture; lastly,
with increasing diameter of the optical system. The theoretical background to
Eq. (12.20) is, according to Abbe, that optical resolution is limited by the highest
transmitted diffraction order. Therefore, the highest resolution is obtained if all
diffraction orders contribute to the image. As the numerical aperture is finite in
any optical instrument, not all diffraction orders are transmitted, and image
blurring and distortions are unavoidable. On the other hand, a small numerical
aperture increases the depth of the field. While this is advantageous in cases
where maximum resolution is not necessary, it is a major disadvantage if
micrographs are to be prepared at different depths of the specimen for three-
dimensional reconstruction. In light optical systems, the shortest wavelengths
that can be applied are 400 nm. Some recent developments have also used shorter
wavelengths in the ultraviolet (UV) region, although to date very few commercial
microscopes using UV are available commercially. However, the minimum
feature of 200 nm resolvable in optical microscopy is by far too large for nano-
materials; therefore, the application of electron microscopes, which allow shorter
wavelengths, is inevitable.

Owing to the incomplete correction of an electron optical system, usually, the
numerical aperture of an electron microscope is less than 10~ 2. Therefore, in order
to obtain a certain resolution it is necessary to apply electron waves with an
extremely short wavelength.

The wavelength of electrons is selected by the acceleration voltage. In the case of
electron microscopy, this is the operating voltage of the electron microscope.
According to de Broglie, the wavelength A associated to a particle with the mass
m is given by:

I=— (12.21)

where h=6.63 x 10 **Js™! is Planck’s constant and v is the velocity of the
electrons. From the energy balance:

1
U:eV:m—vzév: (ﬂ)z (12.22)
2 m
the speed v needed in Eq. (12.21) may be calculated. In Eq. (12.22), e=1.602 x
10 '°C is the electric charge of one electron and m is the mass of the electrons
accelerated by the acceleration voltage V of the system. In electron microscopy,
voltages above 100kV are applied. At these high energies, the velocity of the
electrons come into a range, where mass is increased by relativistic phenomena.
Using the Lorentz transformation, the mass m of a particle (in this case an electron)
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traveling with speed v and mass my = 9.11 x 1073 kg at v =0 (“rest mass”) is
calculated by:

m=—0 (12.23)

- Q1

where ¢ = 2.998 x 10®ms~! is the speed of light. After inserting in Eq. (12.21), one
obtains:

A= h (12.24)

1
eV 2

2 Vil+——
{moe < +2m052>}

The relativistic increase of the electron mass reduces the wavelength of the
electrons. Figure 12.14 displays the wavelength of electrons as a function of the
acceleration voltage. In this graph, the wavelength of the electrons is calculated with
and without relativistic correction.

Now, it is possible to estimate the necessary voltage for electron microscopes. In
order to identify points at a distance of 0.5 nm apart, and if the numerical aperture of
the electron microscope is 5 x 107> (which is a reasonable value for electron
microscopes), an electron energy of at least 10° eV is needed. To compensate for
other problems, electron microscopes used in materials science studies apply
voltages ranging from 150 to 300kV, although special-purpose instruments with
acceleration voltages of up to 1 MV have been built. However, it must be noted that
the resolution power of these high-voltage instruments is not significantly better.

Today, the lenses for electron microscopes apply magnetic fields and these so-
called magnetic lenses show rotational symmetry. When the first electron micro-
scopes were built, instruments using electrostatic lenses were also available
commercially.
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o 40"
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Figure 12.14 Wavelength of electrons as a function of the acceleration voltage. The wavelength is
plotted with and without the relativistic increase in electron mass.
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When electrons pass a specimen they are scattered and a distinction should be
made at this point between two cases:

® Elastic scattering, where the energy of the electrons is not altered.
® [Inelastic scattering, where the electrons lose energy.

Electron optical systems are connected to a significant chromatic aberration and
provide a sharp image only at exactly one energy of the electrons; therefore, inelastic
scattered electrons blur the image. A major part of these electrons are scattered over
a wider angle and therefore they are caught by diaphragms within the system.
Problems with chromatic aberration begin already at the illumination of the system
with electrons. A modern field emission gun for electrons has an inherent energy
spread of typically 0.7 eV, but to obtain maximum resolution even this is too much.
By applying an electron monochromator this energy spread can be reduced to values
less than 0.2eV.

The second severe source of image blurring in electron microscopy is that of
spherical aberration. This is caused by the fact that the focal length of rays close to the
axis of the microscope is different when compared to that of rays further away from
the optical axis. This leads to imperfect, delocalized pictures and, therefore, limits
the resolution of the system. This occurs because the electrons coming from one
point of an object are not imaged into a single point, but rather into a small disk, thus
blurring the image. The way to avoid rays with a larger distance from the optical axis
is to reduce the numerical aperture. While both chromatic and spherical aberration
will limit the resolution of electron microscopes, conventionally the best electron
microscopes can separate points within a distance of 0.15-0.2 nm.

Since 1936 (in landmark work by Otto Scherzer), it has been acknowledged via a
theoretical, well-based theorem that spherical aberration in electron optics with
rotationally symmetric electron lenses is not correctable. However, in a ground-
breaking report, Rose [6] showed that, by combing the electron optical lenses with
multipole electron optical elements, spherical aberration could be reduced by several
orders of magnitude. This paved the road to “sub-Angstrom” resolution electron
microscopy (Angstrom is a non-SI length unit; 1 A=0.1nm).

The set-up of a modern electron microscope is shown in Figure 12.15. The
electrons are emitted from a field emission point source and accelerated to the
demanded energy, in most cases in the range between 200 and 300 keV. The next
element, the monochromator, selects electrons of a very narrow energy band to
reduce chromatic errors in the optical system. The condenser system (Kdhler
illumination system) focuses the electrons at the specimen. For high-resolution
scanning electron microscopy a corrector for the spherical aberration (Cs corrector)
is necessary in the illumination system. Although in Figure 12.15 the lenses are
shown as light optical lenses, in reality electron microscopes apply magnetic lenses
or, more generally, magnetic electron optical elements.

The picture of the specimen, which is formed by the elastic and inelastic scattering
of electrons within it, is enlarged with the objective lens, after which the electron
beam is limited by the objective lens diaphragm. By correctly selecting the size and
position of this diaphragm it is possible to adjust the contrast and resolution within
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Figure 12.15 Set-up of a modern transmission electron microscope. Even when electron lenses
are magnetic systems, for reasons of simplification, they are drawn like optical lenses.

certain limits, and to change between bright- and dark-field microscopy. Before the
image is magnified to its final size, it passes a correction system, where spherical
and chromatic errors are minimized. This second correction for chromatic devia-
tions is necessary, because by inelastic scattering, some of the electrons lose energy
and are no longer within their intended energy range. Finally, the magnified image
of the specimen becomes visible on the fluorescence screen, from where it may be
documented using either photographic or electronic means.

12.4.2
Interaction of the Electron Beam and Specimen

The specimens used in transmission electron microscopes are thin foils, usually
with thicknesses ranging between a few nanometers and 100 nm, at maximum. The
electrons derived from the illumination system are scattered in the specimen. In
contrast to elastic scattering, inelastic scattered electrons have lost energy. In view of
the high-resolution imaging, the inelastic scattered electrons lead to chromatic
aberration in the image, whereby the quality of the images will be reduced. On the
other hand, the energy loss of the electrons represents a “fingerprint” for the
elements in the specimen and therefore the energy distribution of the inelastic
scattered electron may also be used for elemental analysis of the specimen.
Moreover, with appropriate instrumentation an elemental mapping of the specimen
can be achieved, with extremely high lateral resolution. Together, these techniques
are summarized by the acronym EELS (electron energy loss spectroscopy). The
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largest portion of the inelastic scattered electrons are spread over a much larger
angle as compared to the elastic scattered electrons, and are stopped at the objective
lens diaphragm.

Elastic electron scattering is essentially proportional to (Z/ V)% This means that the
interaction of the electrons with the specimen increases with increasing atomic
number Z and decreases with increasing electron beam energy V. Therefore, it is
difficult to “see” structural details from light elements in the vicinity of those of
heavy elements. For example, in the case of zirconia (ZrO,) it is impossible to obtain
an image of the positions of the oxygen ions, Z = 8; Z? = 64, next to the zirconium
ions, Z = 40, Z> = 1600, as the elastic scattering of zirconium is 25-fold that of the
oxygen ions. The probability for inelastic scattering depends heavily on the elec-
tronic structure of the elements in the specimen. In a first approximation, it may be
said that inelastic scattering increases with atomic number Z and therefore all
methods that apply processes connected to the inelastic scattering of electron (such
as EELS or X-ray analysis) function better with heavy elements than with light
elements.

Unlike optical microscopy, which in order to function depends primarily on
contrast due to absorption, the situation is completely different for electron
microscopy. Here, high-resolution images are formed by the interference of elastic
scattered electrons, leading to a distribution of intensities that depends on the
orientation of the lattice planes in a crystal relative to the electron beam. Therefore,
at certain angles the electron beam is diffracted strongly from the axis of the
incoming beam, while at other angles the beam is almost completely transmitted. In
the case of high-resolution imaging, this allows the arrangement of atoms within a
crystal lattice to be deduced. The lattice images of different gold nanoparticles are
shown in Figure 12.16; these pictures are taken from a series of fluctuating particles
that differ in both shape and twinning.

As shown in Figures 12.16a—c, at the highest resolution, the micrographs of the
crystallized specimen show a “picture” of the lattice. Such micrographs can be
readily obtained provided that the electron beam is exactly in the direction of a

Figure 12.16 High-resolution electron micrographs of a fluctuating gold particle [7]: (a) gold
particle, (b) single twinned gold particle, and (c) 5-fold twinned gold particle. (Reproduced by
permission of Springer.)
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crystallographic orientation. In this way, the electrons “see” the atoms that are
exactly in a row, although this is useful only if the crystallographic orientation has
low Miller indices. Since, in general, this is not the case, the microscope must be
capable of tilting the specimen, but without losing the point of observation
(eucentric specimen holder). This is a quite a difficult task in the design and
manufacture of the specimen holder.

As mentioned above, the micrographs shown in Figure 12.16 are not “shadow”
images of the lattice, and therefore the interpretation of dark and bright points is not
straightforward. This means that, without a detailed analysis, it cannot be said
whether a dark point shows the position of a column of atoms or a hole. In addition,
artifacts often also disturb lattice images; for example, in the case of high-Z
specimens, due to an enhanced absorption of higher-order diffraction (because
of the larger scattering angle, there will be a longer path through the specimen), the
lattice image may be a function of the specimen thickness.

One very important point here in the interpretation of electron micrographs is the
comparison of bright- and dark-field micrographs of the same spot of specimens.
Different arrangements leading to such conditions are shown in Figure 12.17.

In Figure 12.17, it can be seen how the objective diaphragm limits the number of
diffraction orders used to obtain the enlarged image. The main difference between
the arrangement applied for bright- and dark-field illumination is found in the
position of the objective lens diaphragm. For dark-field imaging, the diaphragm is
shifted out of the optical axis; therefore, the information connected to the zeroth
diffraction order is blocked. The same result is obtained (but significantly better) by
tilting the illumination system. This is not a mechanical tilting, but rather is tilting
with a magneto-optical element, and allows variation in both tilting angle and
rotation.

In the case of nanoparticles, dark-field electron microscopy is applied to obtain a
first overview in the analysis of unknown materials. By varying the tilting angle and
rotation, it can be seen quite rapidly whether a material contains crystalline grains or

Conditions for
bright field dark field

specimen

objective lens

objective lens
diaphragm

image plane
il \

r > 1 ==

Figure 12.17 Comparison of the optical system of conditions for bright- and dark-field imaging.
For dark-field imaging the zeroth diffraction order is blocked and therefore does not contribute to
image formation.
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50 nm

Figure 12.18 Comparison between (a) bright-  National Laboratories, USA; unpublished
field and (b) dark-field electron micrographs. results). Note that only the large alumina
The specimen is alumina with small zirconia particles are crystallized; the tiny bright spots
precipitates (Sickafus and Vollath, Los Alamos  indicate the crystallized zirconia precipitates.

not. In dark-field electron microscopy, those crystallized particles that are in
correct orientation to the electron beam appear bright; a typical example is shown
in Figure 12.18, which compares bright- and dark-field electron micrographs. Here,
the specimen was alumina with some precipitated zirconia. Up to a particle size of
approximately 8 nm, alumina does not crystallize; however, the zirconia phase is
precipitated in particles with dimensions ranging from 2 to 3 nm (see also Figure 2.8
in Section 2.1).

As mentioned above, the performance of electron microscopes has dramati-
cally improved since the introduction of the correction of spherical aberration
(Cs correction). As an example, Figure 12.19 displays an micrograph of a single-layer
graphene. This micrograph clearly depicts exactly the hexagonal pattern, as it is
sketched in Section 5.2.2. In this structure, the distance between two of the carbon
atoms is 0.142 nm. It is important to point out that this micrograph was taken with
an electron energy of 80keV.

One further possibility of imaging in an electron microscope is connected to
electron beam scanning. Originally, the scanning mode of the transmission electron
microscope was primarily to produce elemental distribution images, by using the
characteristic X-rays excited in the specimen. However, scanning transmission
electron microscopy acquired an entirely new quality after the first design of
aberration-free condenser lenses, as these systems allowed the electron beam to
be focused on spots that were small enough to lie within the range of atomic
resolution. Compared to transmission electron microscopy of similar resolution,
these systems have the advantage that the contrast of the features in the image is not
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Figure 12.19 Electron micrograph of a single-  every single atom in the graphene layer; the

layer graphene using monochromated distance between two atoms in the hexagons is
Cs-corrected high-resolution transmission 0.142 nm. (Reproduced with permission by FEI
electron microscope at 80 kV acceleration Company; www.fei.com).

voltage. It is important to realize the visibility of

changed (e.g., from bright to dark), simply by changing the focus position. The
possible signals that may be connected to a scanning transmission electron micro-
scope are shown schematically in Figure 12.20.

scanning
electron beam

backscattered
electron detector

X-ray
detector
specimen
high-angle
annular

dark-field
detector

|

annular
dark-field

bright-field
detector _. detector

Figure 12.20 System of detectors in connection with a scanning transmission electron microscope.
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12.4.3
Localized Chemical Analysis in the Electron Microscope

Inelastic scattered electrons represent the tools for chemical analysis in an electron
microscope. Inelastic interaction of the incoming electrons with the specimens
initiates a series of processes, characteristic of the composition and the electronic
structure. This is shown schematically in Figure 12.21.

The primary electrons coming from the condenser system hit the specimen, while
the largest fraction passes the specimen after elastic scattering or diffraction. The
electrons interacting with the specimen transfer parts of their energy to electrons in
the specimen and this results in the emission of:

® Secondary electrons.

® X-rays.

® Auger electrons.

® Inelastic scattered electrons passing the specimen.

The sequence of processes starts with the excitation of an atom of the specimen.
The absorbed energy is generally emitted as X-ray photons. The energy of the
primary electron is reduced for the amount of energy necessary to excite the atom
and therefore the signals of the emitted X-rays and the energy loss of the inelastic
scattered electrons are equivalent. As both carry the same information, both are
characteristic of the specimen. In the case of light elements (those with low Z), the
emitted X-ray photon pushes an electron with lower energy out of the specimen.
This electron, which is called the “Auger electron” again has an energy characteristic
of the atom. As a general rule, it can be said that the higher the energy of the primary
X-ray photon (which is equivalent to a larger atomic number Z), the lower the
probability of emission of an Auger electron. The phenomenon leading to the
emission of Auger electrons is also called the “internal photo effect.”

primary
electrons
Auger X-rays
electrons secondary
electrons
specimen

elastic scattered
electrons
4‘“

inelastic scattered

electrons |

Figure 12.21 Electrons and photons leaving the specimen after the passing of energy-rich
electrons for image formation.



12.4 Electron Microscopy

Inelastic scattered electrons have lost part of their energy in the specimen and a
major part of this energy is converted to X-rays. There are two processes responsible
for this phenomenon:

® Deceleration of the electrons in the electric field of the atomic nucleus. This leads
to the emission of “bremsstrahlung” (radiation of deceleration). Although brems-
strahlung is characteristic of the deceleration process, it cannot be used to identify
the decelerating target. Bremsstahlung has a continuous spectrum; the maximum
energy of the emitted photons is equal to that of the incoming electrons.

® Jonization of the inner shells of the atoms. This process leads to the emission of
characteristic X-rays, which are used for qualitative and quantitative analysis of
the target.

The ionization of an inner shell leads to an electron vacancy in an inner shell and
this is refilled by the transfer of an electron from another, more outer lying, shell.
This filling process is connected to an emission of the now “superfluous” energy as
an X-ray photon that is characteristic of the emitting atom. Depending on the shell
where the first ionization occurred and the shell delivering the electron to fill this
vacancy, characteristic X-rays are grouped into different series. This system is shown
graphically in Figure 12.22.

A compilation of some X-ray emission series for elements where the largest
principal quantum number » is 4 is provided in Table 12.2. In the periodic system
of the elements, this system of emission series is continued up to a maximum
principal quantum number of 7.

This system of emission lines allows an unequivocal determination of the atoms
in the specimen. The wavelength of the emitted X-rays follows Moseley’s law:

n=3; M shell
n=2;L shell

n=1; Kshell

Figure 12.22 Schematic structure of an atom. The different electron shells with their names and
the most important electron transitions leading to the emission of X-rays are indicated. The
denomination of the X-rays is also indicated.
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Table 12.2 Names and main quantum numbers of electron shells of atoms and the most
important transitions leading to X-ray emission (the names of the emitted X-ray lines is also
given).

Shell of the Principal Shell donating Principal Designation of  Difference of

initial quantum  the electron to quantum  the emission principal
electron number fill the vacancy number lines series® quantum
vacancy numbers
K 1 L 2 Ka
K 1 M 3 KB
K 1 N 4 Ky 3
1
L 2 M 3 La
L 2 N 1B
- 2
M 3 N 4 Ma 1
3

a) This notation, which is preferred by physicists, is different to that known as the Siegbahn notation
used by spectroscopists.

v = kRy(Z — C)? (12.25)

where v is the frequency of the emitted X-ray line, Z the atomic number of the
emitting element and Ry is the Rydberg constant (Ry=1.097 x 10’ m™"), and «
and C are constants, which depend on the line system. The values of « and C for the
K and L series are listed in Table 12.3.

All emission lines also carry information on the valency state of the atoms. In most
cases, this line shift is so small that it cannot be evaluated in the X-ray detection
system of an electron microscope and only those emission lines with energies
significantly below 1 keV may be evaluated in this respect. The emitted X-rays may
be analyzed using either a wavelength- or an energy-dispersive system (energy-
dispersive X-ray analysis (EDX)). Wavelength-dispersive systems use single crystals
as diffractive elements, while energy-dispersive systems apply semiconducting
sensors, delivering an electric signal that is, in terms of its amplitude, proportional
to the energy of the absorbed X-ray photons. The latter systems are most common in
connection with electron microscopy.

Table 12.3 Constants to calculate the frequency of X-rays using Moseley’s law given in
Eq. (12.25).

K series 0.75 1
L series 0.139 7.4
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Figure 12.23 X-ray spectrum acquired with an energy-dispersive system of a specimen consisting
of zirconia particles (Szabd, KIT, private communication).

A typical emission spectrum of a specimen consisting of zirconia particles is
shown in Figure 12.23. This X-ray spectrum shows, as expected, the K lines of
zirconium and oxygen and the L lines of zirconium. Although, in addition, there is a
relatively strong signal of copper and carbon, these are artifacts! The copper lines
stem from the copper mesh used as the specimen carrier, while the carbon signal is
from the carbon film used as an electron transparent substrate for the zirconia
particles.

Inelastic scattered electrons have lost their energy by interaction with the speci-
men. Therefore, the energy loss of the electrons is, to a large extent, equivalent to the
spectrum of the emitted X-rays. In other words, like emitted X-rays, the energy loss
of the electrons can be used for characterization of the specimen material. The
spectrum of the energy loss of the electrons contains additional information
characterizing the specimen.

The typical EELS spectrum is shown in Figure 12.24, where the most important
features are the zero-loss peak stemming from the elastic scattered electrons, the
plasmon peak, and the absorption edge with its fine structure, characterizing the
elements and their neighborhood.

In Figure 12.24, the highest peak at zero loss contains only elastic scattered
electrons. The next prominent feature is the plasmon peak which, with energies less
than approximately 50 eV, is most prominent in metals; however, although not fully
understood, it is also found in ceramics and polymers. Due to the chromatic error of
the electron lenses, these electrons limit the resolving power of the electron
microscope, except they are equipped with an electron monochromator.

The plasmon peak contains a wealth of information about valency states and
binding in the specimen. A typical example is shown in Figure 12.25, where the
plasmon peak of graphite and a single graphene layer are compared. Here, the two
spectra are background-corrected and stacked. It is important to note the significant
differences between these two spectra that are, in theory, well understood.
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Figure 12.24 Typical EELS spectrum. The most absorption edge with its fine structure,
important features in such a spectrum are the  characterizing the elements and their
zero-loss peak stemming from the elastic neighborhood.

scattered electrons, the plasmon peak, and the

The next group of features in the EELS spectrum are the absorption edges, which
are specific for the elements in the specimen. On the side of higher energy losses
(ranging up to 50 eV from the absorption edge), these structures contain informa-
tion on binding, symmetry, bond length, and coordination numbers. The EELS
spectrum shown in Figure 12.24 demonstrates only one absorption edge in the
range of low electron loss energies, but depending on the composition of the
specimen, absorption edges may also be found in the range of many kilo electron
volts. A typical spectrum of an absorption edge is shown in Figure 12.26, which
shows the K absorption edge of carbon with the background having already been
removed. These two spectra are for single- and multiwall carbon nanotubes. As in

/ \»/\. A
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Figure 12.25 Comparison of the plasmon peaks of graphite and a single graphene layer. The
spectra are background-corrected and stacked [8].
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Figure 12.26 Carbon K-absorption edge of single-wall and multiwall nanotubes. The spectra are
background-corrected and stacked [8].

the case of the plasmon peak fine structure, which compares the spectra of a
graphene sheet and graphite, Figure 12.26 shows that a more detailed structure
stems from the multiwall nanotube as compared to that of a single-wall nanotube.

The EELS technique has a very wide field of applications. For example, as
described above, it may be used to determine energy loss spectra for a detailed
analysis of the specimen. However, by using an imaging system it is possible to
select a certain range in the energy loss spectrum for spatial mapping. This process
delivers element-specific images, with a mapping of the distribution of the selected
element. Compared with element mappings obtained from the characteristic X-rays,
it can be said that the resolution of the elemental mappings obtained by EELS is
significantly better. Also, depending on the instrumentation, EELS imaging may
function in either standard or scanning transmission mode.

The emitted X-rays taken by an energy-dispersive system and the inelastic
interaction of the electron beam with the specimen may be used for localized
depiction of the elemental distribution in a specimen. A typical example of such an
analysis performed with atomic resolution is depicted in Figure 12.27a—c, where the
results of EDX and EELS measurements in the scanning mode, obtained from a
SrTiO; specimen, are presented. Figure 12.27a presents the raw EELS data and
Figure 12.27b presents the raw EDX data. One realizes clearly that each atom is
unambiguously identified. In Figure 12.27c, the data from Figure 12.27b are filtered
and smoothed. It is remarkable that, in spite of the small difference in the atomic
number (Z = 38 for Sr and Z = 22 for Ti) the attribution of the lattice atoms is not
problematic at all. On the other hand, one can see that that there is no signal
indicating the presence of oxygen (Z = 8).

The EELS spectrum may be used not only for elemental analysis, but also for the
visualization of plasmons (see Section 9.5). Any metallic nanoparticle or nanowire is
surrounded by an electron cloud. This electron cloud oscillates in different modes,
characterized by different energies of the electrons. Figure 12.28 displays the energy
distribution of the electron cloud surrounding a silver nanowire. In this graph, the
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.Sr

Figure 12.27 Elemental analysis of SrTiOs at  any indication for the presence of oxygen.
atomic resolution, using EELS (a) and EDX (b).  (Reproduced with permission by FEI Company;
In (c), the raw data as displayed in (b) were the micrographs were taken using a Titan G2
filtered. It is important to realize the clear with a C; corrector probe and SuperX EDS
identification of each atom and the absence of  detector at 200kV.)
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Figure 12.28 Energy and intensity of the first five plasmon modes of a silver wire. This spectrum
was measured using an EELS device [9]. The zero-loss peak is removed.

intensity and the energy of the plasmon modes with the numbers from 1 to 5 are
depicted. The energy of each of the modes is an integer multiple of the energy of the
first mode. The zero-loss peak is removed.

One cannot only determine the plasmon spectrum, it is also possible to visualize
the density of the electron cloud in a selected part of the energy spectrum. A series
for the plasmon modes 1 to 6 is depicted in Figure 12.29. This series clearly shows
the intensity of the plasmon modes, expressed by the antinodes of the electron
oscillations in the different energy intervals.
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Figure 12.29 Plasmon nodes with the bottom-most figure is an electron micrograph

numbers 1to 6 of a silver wire determined by ~ of the wire. (Reproduced by permission of the
EELS. The colored areas give the antinodes of ~ American Chemical Society.)
the different electron oscillations [9]. The

12.4.4
Scanning Transmission Electron Microscopy Using a High-Angle Annular
Dark-Field Detector

As mentioned in the description of electron microscopes, the introduction of
aberration-corrected electron optical systems has led to the development of scanning
transmission electron microscopes with lateral resolving power at least equal to that
of the transmission electron microscope. Such systems produce images of out-
standing quality, especially as high-angle annular dark-field (HAADF) micrographs
carry additional information on the atomic number Z, because the elastic electron
scattering is essentially proportional to Z* Figure 12.30 displays a HAADF micro-
graph of SrTiOs. In this micrograph, the difference in the scattering power of
strontium and titanium is well visible.

The HAADF image in Figure 12.30 clearly shows the lattice of the specimen. In
cases where the structure of the specimen is known, such a micrograph allows
identification of the different constituents of the lattice. Like in all imaging
processes, depending on the atomic number Z, it is impossible to localize the
oxygen atoms. Additionally, when compared to high-resolution transmission
electron microscopy, HAADF imaging is more advanced for determining
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Figure 12.30 HAADF transmission electron titanium atoms, the oxygen atoms remain
micrograph of SrTiOs. In this case, the Z invisible. (Reproduction with permission of FEI
sensitivity of this imaging system provides a Company; the micrographs were taken using a
perfect contrast between the strontium and Titan G2 with a C corrector probe.)

inhomogeneities and defect structures in the interiors of specimens at atomic
resolution. In the meantime, identification of isolated impurity atoms is possible;
however, only under the very best circumstances, such as impurity atoms in
graphene layers [10]. This example is depicted in Figure 12.31. In Figure 12.31a,
the darker parts are the empty spaces within the carbon hexagon. The carbon atoms,
with their higher capability for scattering of electrons, are found in the lighter parts
in between the darker spots. For better clarification, this situation is drawn

Figure 12.31 HAADF transmission electron within the carbon hexagons; in (b) indicated as
micrograph of a graphene monolayer with one green circles. The impurity atom is depicted by
silicon impurity atom: (a) HAADF micrograph the bright area in the micrograph and the red dot
[10] and (b) schematic drawing of the situation. ~in the schematic drawing. (Reproduced with

In (a), the dark spots represent the empty space  permission by The American Institute of Physics.)
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schematically in Figure 12.31b, where the gray circles represent the carbon atoms
and the green circles represent the empty space within the carbon hexagons. The
bright spot in Figure 12.31a represents the impurity atom, in this example silicon; in
Figure 12.31D, the red circle stands for the impurity atom. The impurity atom was

identified by its characteristic X-rays.
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band gap 216

— energy 217

BET constant 336, 338, 339
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biological application 192
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bright-field illumination 355
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collision parameter 48, 50
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condensation process 38, 45
condenser system 352
conductance 269
conduction band 252
constant of anisotropy 197
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contrast enhancement 133, 193
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covalent bond 99, 109
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Curie temperature 168, 194
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deBroglie relationship 211
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defoliated particle 324
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defoliation proces 325, 326
deformation mechanism 301, 316, 317
deformation rate 314, 318
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degrees of freedom 137
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diffusion process 258
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EELS. See electron energy loss spectroscopy

elasticity modulus 300, 305

elastic property 302

elastic region 299, 300

elastic scattered electron 352, 354
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electron wave mode 270
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— dispersive system 360, 363
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fluctuation 156, 159, 161

fluorescence 209

focal distance 349

formation of particle 37

fractal cluster 5

fractional quantum Hall
effect 276, 277

Frank—Reed source 307, 308

free electron 213

friction coefficient 112

friction experiment 112

fullerenes 89, 98

functionalization 104

g

gas-phase process 45
gas-phase reaction 37
gas-phase synthesis 45

gas sensor 16

geometrical surface 335
Gibb’s free enthalpy 135
global enclosure 163, 165
global property 335

gold ruby glass 8, 235, 236
grain boundary 138

— process 301, 312, 317

- sliding 319

— surface/volume ratio 316
grain growth 31, 302, 316, 319
grain size 302

“grain switching” mechanism 311
graphane 104

graphene 294, 329, 332

— individual layer 279
graphene oxide 105, 332
graphite 98

h

HAADEF. See high-angle annular dark-field
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i — spectra 262
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index of refraction 205, 206 m
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inelastic scattered electron 354 magnetic anisotropy 170, 171

inelastic scattering 352 —energy 171
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— condensation process 56 magnetic cooling 181, 194
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instantaneous alloying 15 magnetic domain 167
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integer quantum Hall effect 276 — alternating 129

interference condition 343 - energy 127

internal photo effect 358 magnetic material 167

intrinsic superparamagnetism 186 magnetic moment 194
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magnetization curve 175, 178, 201, 202, 262

k Markov chain 50
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Klitzing’s constant 276, 277 maximal flame temperature 327

Koéhler illumination system 352 mean free path length 65
mechanical property 299, 301

I medical diagnostics 132, 192

Lamor frequency 190 melting process 141

Langevin function 174, 175, 181, melting temperature 141

184, 186 — reduction 142
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metallic luster 231

microwave plasma process 64, 65
Miller indices 342

modification 98

monochromator 352
monoclinic—tetragonal transformation 32, 146
monolayer 245, 336, 337
montmorillonite 325

— nanocomposite 326

MoS2, 95
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Moseley’s law 359, 360
Méssbauer effect 186

Mossbauer spectrum 188
mother of pearl. See nacre
multiple layer 337

multiwall carbon nanotube 278
multiwall nanotube 103, 104, 279
mutual solubility 10

n

Nabarro-Herring mechanism 311

— deformation processes 311

nacre 320, 323

nano-ball bearing 111

nanocomposite 5, 7, 10, 82, 244, 288, 323

nanofluid 123

nanomotor 41, 42

nanoparticulate-filled polymer 320
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nanotube 89, 95, 109, 278

needle electrodes 77

Néel’s superparamagnetism 186

Néel temperature 168
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NMR. See nuclear magnetic resonance imaging

nonequilibrium system 65

nonspherical nanoparticles 93

nuclear magnetic resonance imaging 132,192,
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numerical aperture 349, 350, 352

nylon-6 325, 326
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Ohm’s behavior 274

Ohm’s law 269, 271
one-dimensional crystal 95
one-dimensional nanomaterial 5
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onion molecule 101

optical property 205

optical transmission 294

optical transparent coating 293
optomagnetic device 266
ordering parameter 153

organic lumophore 219, 223, 250
oxide/polymer interface 226

p

paraelectric—antiferroelectric
transition 152

paramagnetic 167
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particle habitus 154

particle in a box 211

particle size distribution 46, 64

path length 342

Pauli’s principle 212
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percolation 288

— threshold 288, 289, 290, 292

petlon 321

permanent magnet 198

permutation 149

phase transformation 135, 139, 148,
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phonon 231

phosphorescence 209

photochromic material 257

photoconductivity 284, 285

photocurrent 284

photoluminescence 222, 250, 256, 284

— spectra 238

phyllosilicate 325

physical vapor synthesis 57

physisorption 336

pigment 205, 208, 235

Planck’s constant 137, 211, 350

Planck’s equation 270

plasmon 213, 231, 238, 363

— peak 361, 362

— resonance 232, 235

— spectrum 364

plastic deformation 299, 307, 308

— metal 299

plate electrode 77

platelet-enforced nanocomposite 324
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Poisson distribution 45, 52

polarization plane 265

polymer-based nanocomposite 319

polymer composite 256

polymer matrix 321

porosity 302, 303

primary flame 72
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quality control 132

quality factor 203

quantum conductance 274

quantum confinement system 210, 211, 218
quantum dot 223, 253

quantum Hall effect 277

quasicontinuous transition 151
quasimelting 156

quenching process 45, 49
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radio frequency (RF) 70
random proces 45

— of particle formation 63
rare earth ion 243
rate-controlling step 258
recoil energy 186

reduced magnetic field 176
refractive index 206, 207
relativistic correction 351
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remanence 168, 169, 197
resistance quantum 271, 277
resonance absorption 186
resonance frequency 133
rheological parameter 125
rupture stress 300

s

saturation current 282

saturation magnetization 178, 179, 190, 197

saturation moment 175

scanning transmission electron
microscopy 356

scattered electron 361

scattered wave 342

Scherrer formula 345

Schrédinger’s equation 210

secondary electron 358

secondary flame 72, 73

selected area diffraction 348

self-organization 7

semiconducting nanoparticle 218

semiconductor quantum dot 230

severe plastic deformation 318

shape anisotropy 108, 232

shock absorber fluid 132

silicate tetrahedron 324

single-wall carbon nanotube 281

single-wall nanotube 103, 279
sintering 37

size dependency 190

size distribution 54

slip system 316

slow deformation 314
small-angle grain boundary 305
soccer ball molecule 101

soft magnetic particle 196
specific surface 179, 335, 336
spherical aberration 352, 356
spider silk

— stress—strain diagram 331
spin canting 178

stimulated emission 89
stoichiometry 258

strain energy 34

strain to rupture 330
strengthening element 321
stress exponent 317
stress—strain diagram 299, 300, 322, 330
structural fluctuation 159
“sub-Angstrém” resolution 352
“subtractive” technology 3
superferroelectricity 155
superferromagnetism 170
superparamagnetic 184, 200, 262, 266
— particle 127, 170, 171, 192, 194
— specimen 188
superparamagnetism 155, 159, 174, 181
superplasticity 317, 318

— deformation 319

surface 23

—energy 25, 27, 93, 135

— influenced volume 23, 335

— of nanoparticle 12

— phenomenon 178

— plasmon resonance 232
—reaction 258

— stress 26

— stretching 26

— volume ratio 12

susceptibility 184, 185, 193, 201
suspension 123

symmetry 149

t

Tauc relationship 217

Taylor serie 302

— expansion 184

thermal conductivity 125, 126
thermal diffusion 56
thermal energy 174

thermal expansion 141



thermal fluctuation 155, 184
thermal instability 13, 156, 170
thermal ionization 79
thermophoresis 56, 86
thick-film sensor 18

Thomson equation 141, 145
time constant 170
time-dependent coloration 258
“top-down” approach 1
transformation temperature 160
transmission electron microscope 353
transparent material 206
tubular furnace 114
two-dimensional nanomaterial 5
two-phase nozzle 73

u

ultimate strength 300
unagglomerated particle 64
unit cell volume 150

14

valency state 360
van der Waals 94

— bond 45, 109
vapor phase 135
vapor pressure 36
Verdet constant 265
vibration 20

Index

—node 136

Vickers hardness 313
viscosity 126

volume expansion 36, 145

w

wavelength-dispersive system 360
wavelength of electron 351
wide-angle grain boundary 305
wide-gap semiconductor 283
work function 251, 252

X

x-ray diffraction 344, 347
— profile 151

x-rays 341, 358

— characteristic 359

Y
yield stress 299, 303, 306, 309, 315, 322

Young’'s modulus 300, 302, 305, 327, 329, 330,
332

z

zero-dimensional nanomaterial 5
zero field cooled 177

zero remanence 171

zig-zag line 102
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